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Neural network pretraining

• Weight initialization
• Limited data
• Leverage knowledge from other data source
• Overcome vanishing gradients
• Start a revolution (author(s), year?)

http://mogren.one/



Supervised pretraining

(Using Imagenet classification), Razavian, et.al., 2014http://mogren.one/



A class of unsupervised learning techniques.

• Predict relative position of patches
• Reorder shuffled patches
• Image completion
• Video next frame prediction
• Word embeddings
• Language models, Transformers
• etc.

Self-supervised
learning

http://mogren.one/



Unsupervised
-learning

• Hebbian learning
(“fire together, wire together”)

• Self-organization
• Model probability density of inputs
• Clustering
• Dimensionality reduction
• Self-supervised learning

-pretraining

• Clustering
• Dimensionality reduction
• Restricted Boltzmann machines
• Autoencoders

http://mogren.one/



• Generative model
• Contrastive divergence
• Maximum likelihood
• Deep belief networks
(Hinton et.al. 2006)

• Deep Boltzmann machines

Restricted Boltzmann
machines (RBMs)

http://mogren.one/



Autoencoders

• Neural network trained to
reproduce its input

• Unsupervised layerwise pretraining
• Bottleneck
• Denoising
• Stacked

Larochelle et al., 2009http://mogren.one/



Convnets

• Popular for tasks such as image
classification

• Randomly initialized convnet performs
much better than chance

http://mogren.one/



Convnet pretraining using clustering

(a) Initial stage (b) Middle stage (c) Final stage

• Adam Coates, Andrew Ng. (2012): Layerwise k-means
• Dosovitskiy, et.al. (2014), “Surrogate” classification
• Yang, et.al. (2016), Recurrent agglomerative clustering
• Xie, et.al. (2016), Deep embedded clustering
• Liao, et.al. (2016), K-means

http://mogren.one/



Deep clustering for unsupervised learning of
visual features

• Begin with randomly initialized convnet
• Cluster data based on computed representations

• (PCA reduction to 256 dims, whitened, ‘2-normalized)
• Train supervised with cluster assignments as labels
• Repeat

http://mogren.one/



Nuts and bolts

• Avoiding trivial clusterings:
When a cluster i becomes empty:

• Pick another cluster j ,
use centroid of j with
small perturbation as centroid of i

• Sobel filtering

http://mogren.one/



More

• Dropout
• Constant step-size
• ‘2 regularization
• Momentum

• Linear classifier trained on frozen
representations

http://mogren.one/



Hyperparameters are selected based
on a down-stream task.

http://mogren.one/



Including K.

http://mogren.one/



Conv1

http://mogren.one/



Filter visualizations

http://mogren.one/



Conv1

http://mogren.one/
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Conclusions

• Works also with random Flickr images

•

http://mogren.one/



Appendix

http://mogren.one/



Deep learning building block

inputs output
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• Each layer contains a number of units
• Loosely inspired by biological neurons
• Deep networks can consist of millions
of units

• w1; :::; wn learned parameters

(Back)http://mogren.one/



Deep learning layer

inputs hidden layer outputs

• In practice: neurons arranged in layers
• Each layer:

• linear transformation of input vector
• non-linear squashing-function

(Back)http://mogren.one/


