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Abstract

Artificial neural networks have obtained astonishing results in a diverse number of tasks. One of the reasons for the success is their ability to learn the whole task at once (end-to-end learning), including the representations for data. This thesis will investigate representation learning for natural language through the study of a number of tasks ranging from automatic multi-document summarization to named entity recognition and the transformation of words into morphological forms specified by analogies.

In the first two papers, we investigate whether automatic multi-document summarization can benefit from learned representations, and what are the best ways of incorporating learned representations in an extractive summarization system. We propose a novel summarization approach that represents sentences using word embeddings, and a strategy for aggregating multiple sentence similarity scores to compute summaries that take multiple aspects into account. The approach is evaluated quantitatively using the de facto evaluation system ROUGE, and obtains state-of-the-art results on standard benchmark datasets for generic multi-document summarization.

The rest of the thesis studies models trained end-to-end for some specific tasks, and investigates how to train the models to perform well, and to learn internal representations of data that explain the factors of variation in the data.

Specifically, we investigate whether character-based recurrent neural networks (RNNs) can learn the necessary representations for tasks such as named entity recognition (NER) and morphological analogies, and what is the best way of learning the representations needed to solve the mentioned tasks. We devise a novel character-based recurrent neural network model that recognize medical terms in health record data. The model is trained on openly available data, and evaluated using standard metrics on sensitive medical health record data in Swedish. We conclude that the model learns to solve the task and is able to generalize from the training data domain to the test domain.

We then present a novel recurrent neural model that transforms a query word into the morphological form demonstrated by another word. The model is trained and evaluated using word analogies and takes as input the raw character-sequence of the words with no explicit features needed. We conclude that character-based RNNs can successfully learn good representations internally and that the proposed model performs well on the analogy task, beating the baseline with a large margin. As the model learns to transform words, it learns internal representations that disentangles morphological relations using only cues from the training objective, which is to perform well on the word transformation task.

In other settings, such cues may not be available at training time, and we therefore present a regularizer that improves disentanglement in the learned representations by penalizing the correlation between activations in a layer. In the second part of the thesis we have proposed models and associated training strategies that solves the tasks and simultaneously learns informative internal representations; in Paper V this is enforced by an explicit regularization signal, suitable for when such a signal is missing from the training data (e.g. in the case of autoencoders).
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Chapter 1

Introduction

The advances in artificial intelligence (AI) have been astonishing in recent years, and algorithms that solve new tasks with unprecedented accuracies are being proposed every other week. Until recently, self-driving cars, image classification on a super-human level, and digital assistants which can take commands in natural language were only fantasies. Yet they are now about to become ubiquitous technologies. People have worked on making machines intelligent for a long time, without having a real definition of intelligence. For many of us, however, language is central. It is possibly the foremost thing setting humans apart from other animals, and it is our tool to understand each other. The Turing test defines machine intelligence as being able to communicate with humans in their own (written) language in such a way that the human part cannot tell the machine from other humans (Turing 1950). This was published long before machines were anywhere near being able to succeed at this, while substantial progress has been made in recent years using dialog systems trained on large corpora.

Most of the results mentioned above have been made possible with the recent progress in machine learning. While AI is a wide field, comprising many different research directions (and lacking a formal definition), machine learning is taking on an increasingly large role, in part replacing the rule-based systems of a few years back. There are several reasons for this development: computers are faster, a development of more clever algorithms has taken place, and we have access to much more data. Artificial neural networks (ANNs) take advantage of all this progress and learn from data using gradient based optimization, and this has resulted in a number of successful solutions for different tasks. Deep ANNs are composed of several stacked layers, each gradually transforming their input vectors into representations which are more useful for solving the end task. This has recently gone under the name of deep learning.

Prior to this development, other machine learning techniques such as support vector machines (Boser, Guyon, and Vapnik 1992), logistic regression (Cox 1958), and decision trees (Quinlan 1986) were more successful, requiring less data and computation to work. However, these techniques do not scale as well with large quantities of data (and computational power), and often require manual or semi-manual preprocessing and feature engineering. Large engineering efforts have been put into systems that compute features
for different data modalities to be used with machine learning techniques. Examples of this are SIFT features for images (Lowe 1999), and features for natural language processing (NLP), such as capitalization, the presence of numbers, contextual features, and the length of words (Ratinov and Roth 2009; Manning and Schütze 1999). Krizhevsky, Sutskever, and Hinton (2012) revolutionized the Imagenet image classification competition by training a deep convolutional neural network (CNN) with the raw images as its only input, learning its own internal representations (see Section 6.6). The work included developing highly optimized code, leveraging the capabilities of parallel computing in graphics processing units (GPUs). Since then, a number of iterations have further improved this result, but deep learning is still the reigning technique.

The transition from engineered to learned features is an example of a general trend. Machine learning techniques previously needed the limitation in scope, and the help from human input to solve parts of the problem. With deep learning, a larger part of the problem is being solved by the machine, allowing for quick turnover in experimental work, and algorithms that adapt better to new applications (Goodfellow, Bengio, and Courville 2016). The learning of representations is an example, leading to a revolution in performance in image recognition and other tasks, enabling both autonomous driving and super-human performance in games such as Atari (Mnih et al. 2013) and Go (Silver et al. 2016).

1.1 Aims of this thesis

In this thesis we will investigate the effects of using learned representations for applications in NLP. Human language is an important part of intelligence, but it poses some challenges for continuous gradient based learning algorithms. Discreteness, sparsity, high dimensionality, and sequences having variable length can be problematic for machine learning algorithms, in a way different from other data modalities such as images. This means that special care needs to be taken in order to learn representations that are useful for this data modality.

The first two papers in this thesis study learned representations and their effect on multi-document summarization: given a set of input documents, the task is to produce a concise summary that is representative and non-redundant. Some existing approaches to summarization extracts sentences from the input documents that have a high word overlap to the rest of the input, while trying to minimize the word overlap between sentences in the summary. Neural word embeddings are learned representations for words that have demonstrated a capacity of capturing semantic properties (see Section 5.1). We hypothesize that this can provide better representations to make comparisons for automatic summarization. The following research questions will be investigated:

Q1 Can automatic multi-document summarization benefit from using learned representations?

Q2 What are the best ways of incorporating learned representations in an extractive summarization system?
In Paper I, we investigate Q1 by leveraging neural word embeddings and show that we obtain state-of-the-art results for summarizing online user reviews. This paper was the first work to introduce the use of neural word embeddings for extractive summarization and spurred much further work. In Paper II, we investigate Q2 using a novel approach to combine multiple ways of encoding semantic similarity for multi-document summarization. The resulting system obtains state-of-the-art results on DUC 2004; the standard benchmark dataset for generic multi-document summarization.

In Chapter 6, we study systems using end-to-end learning and the representations that are learned internally during training. In Paper III we study a variant of NER in the medical domain. Given text from medical health records, the task is to identify mentions of 1. disorders and findings, 2. pharmaceutical drugs, and 3. body structure. Paper IV studies morphological analogies: given a demo relation of a word in two different forms $w_1, w_2$, the task is to transform a query word $q$ into the form of $w_2$. In both of these problems subword information is central: the ability to learn sensitivity and robustness to variations in spelling, capitalization, and patterns indicating inflectional cues is essential to perform well. RNNs (see Section 6.1) are ANNs that can work with sequential input of arbitrary length, such as strings of words or characters. Such models compute representations for a given input sequence, and even maintain an internal representation for every subsequence. The models presented in this thesis are trained in an end-to-end fashion, and the model design in combination with the training strategy (e.g. hyperparameter selections, optimization algorithms, training data, and the choice of regularizers) affects the performance of the system as well as the representations that are learned internally. This leads us to the third and fourth research questions of this thesis:

Q3 Can character-based RNNs learn the necessary representations for tasks such as named entity recognition (NER) and morphological analogies?

Q4 What is the best way of learning the representations needed for these tasks?

These questions are investigated in Chapter 6. In Paper III we present a novel character-based RNN approach to recognize and classify mentions of medical entity terms in Swedish health records. The model is trained using the raw character stream of medical texts, and evaluated on electronic health records. In Paper IV, we propose a neural network for morphological relational reasoning where analogies show the model what morphological transformations to apply to a query word. Both of these are trained end-to-end, and learn all necessary internal representations. Furthermore, an analysis of the internal representations learned in the model performing morphological relational reasoning suggests that the learned representations disentangle the known underlying structure, and that the supervision from the objective function implicitly encourages this.

In some situations, such implicit cues helping the model to learn representations that explain the underlying factors of variation are not available to the model at training time. Unsupervised feature learning such as autoencoders are examples where this may be the case. In Paper V, we therefore present a regularization scheme for deep neural networks that penalizes correlation between activations in a vector representation. This encourages a model to learn representations with disentangled activations. We demonstrate how this can be applied in a number of experiments, and that it learns to minimize the number
of used activations to encode the necessary factors of variation. This is, together with Paper III and Paper IV, part of the investigation of Q4.

Thesis outline. In Chapter 2, we introduce the research strategy and methodology used in this thesis.

Chapter 3 will give some background on natural language processing and representations for language. In Chapter 4, we introduce artificial neural networks and representation learning, and in Chapter 5, we demonstrate how this can be applied to computational processing of language. Specifically, the work on multi-document summarization in Paper I and Paper II will be introduced. These papers make use of learned representations and study the effects of such representations on summarization. In Chapter 6, we discuss how to attack problems using end-to-end learning, demonstrated by Paper III and Paper IV, some of the properties one can expect from representations learned in deep learning models, and how to train them. Paper V is introduced, with a regularization technique that helps deep networks improve disentanglement in their data representations. Chapter 7 contains some concluding remarks.
Chapter 2

Methodology

The research strategy in this work follows standard research procedures in NLP. This means a quantitative, experimental approach, using statistical evaluation metrics defined for each task, and an evaluation where the performance of each system is compared on a selected evaluation dataset. The quantitative evaluations are performed using automatic methods with evaluation metrics as discussed in Section 2.1. This is an efficient way of working that is well suited for the investigated problems, and as we use the same evaluation techniques as related work, it gives objective measurements that can easily be recreated and compared to other solutions. The work is deductive; hypotheses are formulated and accepted based on the performance of a system in comparison to baseline systems as determined by the evaluation metrics.

Generalization is a key property in machine learning research. The generalization error is the expected performance of a system on future data, and an approximation of this can be computed by performing the tests on a sufficiently large separate test set. In practice, this means that the data is split into three partitions: training data, validation/development data, and test data. The scores reported in Papers III-IV in this thesis are computed for the respective test set, while the models were trained using the training sets, and model selection and hyperparameter search were performed based on the validation set performance.

A distinction can be made between intrinsic and extrinsic evaluation of NLP systems (Galliers and Jones 1993). Intrinsic evaluation means that an evaluation metric is defined for a task, and the complete system is evaluated using this metric. The proposed methods in the papers in this thesis are scored using intrinsic evaluation. Evaluations can also be extrinsic, meaning that a component is evaluated as part of a larger system. E.g., in Paper I and Paper II, the evaluation could be viewed as extrinsic; with the evaluated components being the word embeddings, and the evaluation task is document summarization.

The papers presented in Chapter 6 all consider models that are trained end-to-end. This means that the learned internal representations is an effect of the optimization of the end task. In this case, it is instead desirable to investigate what the representations encode, something that we do using ablation studies and visualization with dimensionality reductions. This is the only component of qualitative evaluation in this thesis.
In Paper V, we study the representations learned in models using the proposed $L_\Sigma$ regularization term. This is done by measuring both the performance (such as the reconstruction error for the autoencoder), as well as a number of metrics on the representations. The trained models are compared to models trained using L1 regularization.

## 2.1 Evaluation metrics

The evaluation of NLP systems is often performed by comparing the system output to a gold standard output using a suitable metric. In the following subsections, we introduce the evaluation metrics used in the experiments in this thesis. For summarization, the evaluation dataset provides a number of gold standard summaries created by human experts, and a score is computed that measures the similarity between the system output and the gold standard summaries (Section 2.1.1). For NER, recall, precision, and F-score are reported for the different classes (Section 2.1.2). For the evaluation of morphological analogies, exact match accuracy is reported (Section 2.1.3). In Paper V, we introduce a number of evaluation metrics to determine the amount of expressiveness, correlation, and disentanglement of learned representations (Section 2.1.4).

### 2.1.1 Evaluation of document summaries

*ROUGE* (Lin 2004) is a recall-based (see Section 2.1.2) evaluation metric counting n-gram overlaps between system-generated document summaries and reference ("gold-standard") summaries. While a number of variants of this score is reported in the summarization literature, in this thesis we consider specifically ROUGE-1 (counting unigram overlaps), ROUGE-2 (counting bigram overlaps), and ROUGE-SU4 (counting skip-bigram overlaps, where the bigram can have up to four non-matching words between the matching words).

ROUGE has some weaknesses, such as the inability to capture coherence and synonymy. Assessing the quality of generated document summaries is a complex task, and some alternative approaches have been used. *Pyramid scores* (Nenkova and Passonneau 2005) aim at capturing more of the semantics in the similarity between summaries. Similarly to ROUGE, it relies on hand-crafted reference summaries, but in contrast, it also needs manual work in the evaluation process, finding so-called *summarization content units* in both generated and reference summaries, which are matched to each other. *Basic elements* (Hovy, Lin, and Zhou 2005) (with implementations in ROUGE-BE and BEwT-E) is yet another approach to evaluate the contents of summaries. To score summaries for readability, coherency, and fluency, manual evaluations are often made. As is standard in the summarization litterature, our summarization systems are evaluated using ROUGE scores.

### 2.1.2 Precision, recall, and F-score

The *Precision* ($P$) of a system is defined as the fraction of instances with positive classification that were true positives:

$$P = \frac{TP}{TP + FP},$$
where $TP$ is the number of true positives and $FP$ is the number of false positives. The Recall ($R$) of a system is defined as the fraction of instances which should have positive classification that were classified as positive:

$$R = \frac{TP}{TP + FN},$$

where $FN$ is the number of false negatives.

In many applications, a trade-off is being made between precision and recall. Providing a sense of balance between the two, the F-score ($F$) is the harmonic mean of the precision and the recall.

### 2.1.3 Accuracy

The accuracy of a system is the fraction of the total instances for which the system computed the correct output:

$$\text{accuracy} = \frac{TP + TN}{TP + FP + TN + FN},$$

where $TN$ is the number of true negatives.

### 2.1.4 Disentanglement

**Mean Absolute Pearson Correlation (MAPC)**

Pearson correlation measures the normalized linear correlation between variables $\in [-1, 1]$ where 0 indicates no correlation. To get the total linear correlation between all dimensions in the coding layer, the absolute value of each contribution is averaged.

$$\text{MAPC} = \frac{2}{(d^2 - d)} \sum_{i<j} \frac{|C_{ij}|}{\sqrt{C_{ii}} \sqrt{C_{jj}}}$$

**Covariance/Variance Ratio (CVR)**

Though mean absolute Pearson correlation measures the quantity we are interested in, it becomes ill defined when the variance of one (or both) of the variables approaches zero. To avoid this problem, we define a related measure where all variances are summed for each term. Hence, as long as some dimension has activity the measure remains well defined. More precisely, the CVR score is computed as:

$$\text{CVR} = \frac{1}{d^2 \text{ tr}(C)} \|C\|_1$$

where $\|C\|_1$ is the elementwise L1 matrix norm of $C$. The intuition behind CVR is simply to measure the fraction of all information that is captured in a linear uncorrelated fashion within the coding layer.

**Top d-dimension Variance/total variance (TdV)**

TdV measures to what degree the total variance is captured inside the variance of the top $d$ dimensions. When $d$ is equal to the actual dimension of the underlying data, this measure is bounded in $[0,1]$. 
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Utilized Dimensions (UD)  UD is the number of dimensions that need to be kept to retain a set percentage, e.g. 90% in the case of UD$_{90\%}$, of the total variance. This measure has the advantage that the dimension of the underlying data does not need to be known a priori.

Mean squared error, MSE  MSE is the mean squared error between two real-valued vectors, $u, v$:

$$MSE(u, v) = \frac{\sum_i (u_i - v_i)^2}{N}$$

2.2 Ethical considerations

In Paper III, we present a model that is evaluated on medical health records. Working with medical data requires using certain ethical considerations, to ensure the privacy of the individuals who provided their personal data into the corpora. This particular data is stored on dedicated computers without access to the Internet, and working with such data in Sweden requires the approval of the ethical review board. Consequently, for us to evaluate our system on this data, we had to let the people responsible for the data (Dalianis, Hassel, Henriksson, et al. 2012) and who have the ethical approval perform the evaluation of our system and report the numbers back to us.
Chapter 3

Natural language processing

Natural language processing (NLP) is the study of tasks related to computational processing of natural language. An important NLP task is automatic document summarization: the task of producing summaries that are representative yet at the same time not redundant, given an input document, or a set of documents. This will be further explored in Chapter 5. Other important tasks include sentiment analysis, machine translation, part-of-speech (POS) tagging, NER, and word sense disambiguation. Natural language is ambiguous and messy, and can express an unlimited number of different meanings (Manning and Schütze 1999). For instance, one message can be expressed in many different ways, and one expression can sometimes mean different things, depending on context or author. These properties can pose serious challenges to computational approaches. To be able to succeed, an algorithm needs to have some important properties, such as to be able to adapt to variations, and at the same time be robust to noise and errors such as misspellings.

Most statistical approaches to NLP problems rely on having informative representations for the data, encoding the information needed for a given task. For solutions to NLP problems that use feature engineering, special care must be taken in the feature design to make sure that the features encode everything that is informative, predictive, and useful for the end task. Traditional approaches to NLP often apply a pipeline of algorithms, each performing some step (such as word-sense disambiguation or POS tagging), that is assumed to produce a useful input to a downstream task in the pipeline, and eventually for the component solving the end task. The fact that different tasks may require information about different aspects of the data is an important part of the motivation for using learned representations for language, as such representations can be adapted to work better for a specific task using the optimization of a loss function. This will be introduced in Chapter 4 and Chapter 5.

In many NLP tasks, a simple n-gram baseline often performs very well. An n-gram is a subsequence of $n$ tokens. For instance, an n-gram language model is created by collecting n-gram statistics from a corpus, and using this to model the probability of a sequence of words $w^{(0)}, w^{(1)}, ..., w^{(N)}$. The distribution is factorized, and a history of only $n$ words is
used:
\[ p(w^{(0)}, w^{(1)}, ..., w^{(N)}) \approx \prod_{i=0}^{N} p(w^{(i)}|w^{(i-(n-1))}, w^{(i-(n-2))}, ..., w^{(i-1)}) \].

Many other tasks, including text categorization (Cavnar, Trenkle, et al. 1994) and
document summarization (Lin and Bilmes 2011) have also been successfully approached
using n-gram based solutions.

3.1 Count based representations for language

Representations for sentences, paragraphs, documents, and collections. Language units such as documents, paragraphs, sentences, and context windows can be represented by their bag-of-words vectors, which have the same size as the vocabulary, and with each component corresponding to the count of a specific n-gram in the given input sequence. In this thesis, this will be referred to as “bag-of-words” even if “bag-of-ngrams” or “bag-of-terms” would have been more accurate.

Using the cosine similarity to compare bag-of-words vector representations gives a normalized\(^1\) measure of word overlaps or co-occurrence; a convenient and computationally inexpensive way to compare language units. A bag-of-words vector using a unigram vocabulary \((n = 1)\) discards all information about the order of the words. Using n-grams in the representation allows for more information about the order as \(n\) is increased. In practical applications, however, \(n = 2\) or \(n = 3\) is often used, because larger values of \(n\) give vocabularies that can be impractically large. A tweak of n-gram models is to weigh the n-grams by their tf-idf scores. tf-idf, the “term frequency-inverse document frequency” is a measure of how specific a term is to the current document. E.g. function words, such as “and”, “it”, “but”, etc, are not specific to any document, as they are common in most documents. Content words on the other hand, tend to be more specific and obtain higher tf-idf scores; in many applications these are also more informative. The count-based vector representations computed for language units can be used for similarity computations and/or as input to learned systems such as classifiers. Representations for sentences based on bag-of-words have been used to compute similarity scores to determine representativeness and redundancy in automatic document summarization (Mihalcea and Tarau 2004; Radev et al. 2004; Lin and Bilmes 2011; Kulesza and Taskar 2012). This will be further explored in Chapter 5.

Representations for words. Word level representations can be computed based on bag-of-words statistics. The statistics for a word \(w\) is collected from a corpus by counting words in the context of \(w\) every time it occurs in a corpus. A context is typically defined as being the \(k\) preceding and \(k\) succeeding tokens to \(w\), for some feasible \(k\). This is an example of distributional representations, as they naturally encode distributional semantics, adhering to the distributional hypothesis, that words with similar context have similar meaning (Firth 1957). The resulting representations are however very high-dimensional and sparse, and contains no information about the linguistic structure or ordering of

\(^1\) As bag-of-words vectors have no negative dimensions, this gives a score in \([0, 1]\).
the words. Schütze (1993) introduced the term “word space”, referring to the vector space model resulting from the distributional vectors. The proposed representations used singular value decomposition to reduce the dimensions of co-occurrence based vectors which resulted in representations that performed well.
Chapter 4

Representation learning

In this chapter, we discuss strategies and algorithms involving ANNs for learning representations of data. Deep ANNs can learn non-linear transformations and to compute hierarchical abstractions of the data. This helps to disentangle the underlying factors. The joint training of all parameters in a model helps to learn representations of different levels of abstractions that are useful for solving a task.

Chapter 5 will describe how representations learned using neural networks can be used in a pipeline in a traditional solution to a classical problem in NLP: automatic multi-document summarization. Chapter 6 will describe how to use ANNs to model complete problems end-to-end, and meanwhile learn the needed representations internally.

4.1 Artificial neural networks

Artificial neural networks (ANNs) are advanced function approximators and flexible machine learning models built on a few simple primitives. The combination of these primitives is straightforward, and one can easily build very powerful networks that can model and approximate complicated, non-linear functions.

One central property for all primitives used is that they are continuously differentiable. This means that one can compute the derivative of the (continuously differentiable) loss function, with respect to every parameter in the network, and then update the parameters using gradient descent (see Section 4.3). The basic building block is the artificial neuron (sometimes also referred to as a unit), and in most cases such units are arranged into layers with several units working in parallel. There are weak similarities between artificial neurons and biological neurons. However, in this thesis, we only consider the units as parts of a machine learning model. Each unit is able to do a simple computation: to compute a dot product between its input vector $\mathbf{x}$ and a weight vector $\mathbf{w}$, add a bias term $b$, and then apply a non-linear activation function $f$, effectively “squashing” the pre-activation $z$:

$$z = \mathbf{w} \cdot \mathbf{x} + b,$$

$$h = f(z).$$
Figure 4.1.1: Common activation functions used in artificial neural networks: logistic function \((\sigma, \text{left})\), hyperbolic tangent, \((\tanh, \text{center})\), and rectified linear, \((\text{ReLU, right})\).

Common choices for the activation function \(f\) are sigmoids (generally, the logistic function \((\sigma): f(z) = \frac{1}{1+e^{-z}}\) or the hyperbolic tangent \((\tanh): f(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}\), or the rectified linear function \((\text{relu}): f(z) = \max(0, z)\) (see Figure 4.2.1). The logistic function and tanh are both sigmoidal, and continuously differentiable. The main difference is their range: the logistic function outputs a value in \((0, 1)\), and tanh outputs a value in \((-1, 1)\). Both the logistic and tanh activations saturate when their inputs approach positive or negative infinity, which means that their derivatives tend to 0. The relu does not saturate towards positive infinity, which is its main strength. On the other hand, once a relu output is zero, so is its derivative; this is known as the dead relu problem. The relu is not continuously differentiable when its input is zero, but this has little practical implications.

When arranged in a layer, the post-activation is instead a vector \(h\), while the weights of the whole layer is represented by a matrix \(W\) and the bias is a vector \(b\):

\[
\begin{align*}
z &= Wx + b, \\
h &= f(z).
\end{align*}
\]

The activation functions are applied element-wise on the pre-activation vector \(z\).

There are examples of more specialized components used in ANNs, (e.g. convolutional layers, mentioned in Section 6.6) but the ones mentioned here are the general building blocks. Designing a model can be done by combining layers in a feed-forward sequence, choosing the number of units in each layer (the dimensionality of the layer), choosing the activation for the output layer, and a suitable loss function to optimize (see Section 4.3). Choosing the right layout (dimensions, depth, activation functions, etc) requires a good combination of intuition, experience, and experimentation. Specifically, the dimensions of the layers, and the depth of the network (number of layers) are examples of choices affecting the capacity of the network, with direct implications on the bias and the variance.

**The bias-variance trade-off.** This is a classical problem in machine learning. A high capacity model may tend to overfit, i.e. adapt too heavily to the training data, while performing badly on unseen test data. A model with lower capacity on the other hand, has a higher bias. If the model is biased towards a configuration that does not work well for the problem, it will fail to learn, and perform badly both on training data and on unseen test data. In both cases, the solution does not generalize well to unseen data, a crucial property for any machine learning approach.
4.2 Deep neural networks

Given an input vector $\mathbf{x}$, a trained ANN will produce its output by feeding the values through the network and performing the computations in the layers. With only one single layer (i.e. the output layer) in the network, it is only able to represent linear dependencies in the data (this is known as linear classification or regression; in the case of classification, it can be trained using a single-layer perceptron, support vector machine, or logistic regression\(^1\)). An ANN can learn non-linear dependencies in the data if it has at least one hidden layer between its input layer (which is the input vector) and its output layer. This is known as a multi-layer perceptron (MLP). In fact, the universal approximation theorem (Cybenko 1989) states that a feed forward neural network (FFNN) with one hidden layer using a sigmoidal activation function, can approximate an arbitrary continuous function on a compact subset of $\mathbb{R}^n$ to an arbitrary precision, provided that it has enough units. However, the required number of units may grow exponentially with the size of the input, something that can be avoided by making the network deeper. More recent work has demonstrated that the requirement of sigmoidal activation functions is not necessary (Hornik 1991; Pascanu, Montufar, and Bengio 2013; Montúfar and Morton 2015), but the depth is. The parity function is an example of this\(^2\). With one hidden layer, a number of units that is exponential in the size of the input, is required to represent the function. Yet with a network of depth $O(\log n)$, a polynomial number of units is sufficient.

A layer in an ANN is a non-linear transformation of an input vector $\mathbf{x}$ to an output vector $\mathbf{h}$. Experimental results have shown that when stacking layers together, the network

---

\(^1\)Single-layer perceptrons, support vector machines, and logistic regression all produce a linear classifier, but their objective functions and training algorithms differ.

\(^2\)The parity function given a sequence of binary inputs decides whether the number of inputs of value 1 is odd.
tends to learn representations for more simple concepts in the layers close to the input layer, while more abstract and composed concepts are represented deeper into the network (Zeiler and Fergus 2014). This means that a deep network naturally learns hierarchies in the data. For instance, in convolutional models trained for image classification, early layers have been shown to represent simple shapes such as lines with different slope, intermediate layers learn angles, curves, and color gradients, while the layers close to the output layer learn to represent complete objects such as faces, furniture, and animals. The exact activations computed in a deep neural network depend on what training data it has seen, and the choice of regularization and loss function used to train it (see Section 4.3). If a network with the right data and training strategy learns to detect the underlying factors that explains the signal in the data, then the network has succeeded in disentangling the factors of variation in the data. This is something that will be discussed in Section 6.7.

4.3 Training artificial neural networks

To train ANNs, predictions are performed on training data, and the quality of the predictions is measured using a loss function. When the loss has been computed, backpropagation and gradient descent are used to decide parameter updates.

**Supervised learning.** When training data contains datapoints \( \{x^{(i)}\}_{i=0}^{N} \) with targets \( \{y^{(i)}\}_{i=0}^{N} \), and the task is to learn a mapping from \( x^{(i)} \) to \( y^{(i)} \), the problem falls into the realm of supervised learning. If the targets are categorical, they are called labels, and the problem is called classification. If the targets are real-valued, it is a regression problem.

**Unsupervised learning.** In contrast, unsupervised learning is when you train a model without targets or labels. Since there are no targets, problems in this category do not ask for a mapping from an input to a target. Examples of this are instead problems like clustering, autoencoders (see Section 4.4), and word embeddings (see Section 5.1).

**Loss functions.** The learning objective of a model \( h_{\theta} \) parameterized by \( \theta \) is determined by a loss function measuring the quality of its predictions. \( \theta \) is the set of all parameters in the model: weight matrices and bias vectors. For regression problems, where the prediction \( h_{\theta}(x) \) is real valued, the loss may be the mean squared error (MSE):

\[
\mathcal{L}(\theta) = \frac{\sum_{i}(y^{(i)} - h_{\theta}(x^{(i)}))^2}{N}.
\]

Classification problems are generally modeled using a softmax output layer, providing a normalized categorical output that sums to 1:

\[
softmax(z) = \frac{\exp(z)}{\sum_k \exp(z_k)}.
\]

The softmax output is interpreted as a probability distribution over the \( K \) categories, and used together with the cross-entropy loss function:

\[
\mathcal{L}(\theta) = -\frac{\sum_{i}y^{(i)} \log h_{\theta}(x^{(i)})}{N},
\]
where $y^{(i)}$ is the one-hot encoding of the target category for input $x^{(i)}$ and the sum is over inputs in the batch.

**Back-propagation.** When a forward pass has been performed (feeding data into the input layer, and performing all computations specified by the layers in the model) and the loss has been computed, the back-propagation algorithm is used to compute the derivatives of the loss function with respect to the model parameters. A key to training ANNs is that every component in the model is continuously differentiable, including the loss function. A complete network models a function, and each layer application is a function composition. The derivative of a composite function is computed using the chain-rule for derivatives. Back-propagation employs a recursive strategy to compute the gradient (all partial derivatives) for a complete network (Rumelhart, Hinton, and Williams 1986), and thus lets information from the loss function flow back through the network to compute the derivatives with respect to all weights of all layers in the model.

**Optimization.** When the gradient of a model has been computed using back-propagation, an optimization algorithm such as stochastic gradient descent (SGD), possibly with modifications such as Momentum (Qian 1999), RMSProp, or Adam (Kingma and Ba 2015), is used to compute an update for the model weights. Gradient descent means that you iteratively take steps in the direction opposite to the gradient. In practice, stochastic gradients are often computed by using mini-batches of training data, and then the process is iterated until convergence. This leads to an approximate gradient computation, which can help the optimization procedure avoid getting stuck in local optima. The loss surface of deep ANNs is non-convex (meaning that there can be local optima and saddle points, and gradient descent may not lead to the global optimum), but in practice the optimization generally finds good local minima leading to models that perform well. One of the reasons why the non-convexity does not pose a major problem when optimizing neural network losses is that unlike low-dimensional function surfaces, neural network loss surfaces are high-dimensional, which means that saddle-points tend to be more prominent than local minima. A saddle-point is easier to escape, since SGD generally finds ways out of them, whereas local minima can be problematic. Also, for a saddle-point in a high-dimensional space, the fewer dimensions leading towards lower loss, the closer to the global minimum one tends to be (Choromanska et al. 2015).

**The vanishing gradient problem.** Very deep architectures can suffer from the *vanishing gradient problem*. This occurs when small numbers (less than one) are multiplied together in the gradient computation, and the resulting gradients for layers in the network that are far from the loss function will tend towards zero. (If the numbers are greater than one, there can be an exploding gradient problem instead). This makes some deep models difficult to train. A number of different solutions have been proposed to the vanishing gradient problem, such as layer-wise pretraining (see below), gated variants of RNNs (see Section 6.1), and residual connections for CNNs (see Section 6.6). Exploding gradients can be mitigated by gradient clipping.
Pretraining. Layer-wise pretraining was presented as a solution to the difficulties of training deep neural networks. In fact, some of the work in this direction was what started much of the depth revolution (Hinton, Osindero, and Teh 2006). One layer at a time, a restricted Boltzmann machine is trained using the contrastive divergence algorithm to capture the distribution of its input. Another technique for layer-wise pretraining is the autoencoder (see Section 4.4). A pretrained layer can be used as an initialization for a layer that is later fine-tuned using back-propagation (see Section 4.3). In this way, a meaningful (learned) representation is available from the start of learning the end task, allowing for faster learning. While pretraining was important for the development of deep learning technology, clever random initialization (Glorot and Bengio 2010; He et al. 2015) and increasingly powerful hardware have since become more important for training deep networks on many tasks.

4.4 Autoencoders

For unsupervised representation learning, an ANN can be trained to reproduce its input. A network trained in this way is known as an autoencoder. Figure 4.4.1 shows a shallow autoencoder consisting of one coding layer and one decoder layer. A deep autoencoder has more layers before and after the coding layer. Depending on the data modality, different kinds of loss functions are suitable for this. The coding layer generally has some information compression property, e.g. having a smaller dimension than the input layer. For a model to be an autoencoder, it needs only to be trained to recreate the input. It can be composed by fully connected layers, convolutional layers (e.g. for images, see Section 6.6), and recurrent layers (for sequences, see Section 6.1). Autoencoders can be used for representation learning with unsupervised training. The representations computed at the coding layer can be used in a downstream task, or the encoder part of the trained network can be used as an initialization (a pre-training strategy) for a network that will later be trained for another task. Autoencoders can also be used for continuous relaxation, embedding discrete structures in contunous space, which can be
traversed or used to optimize some objective to find configurations of interest in the input space. See for instance (Gómez-Bombarelli et al. 2016). In Paper V we train convolutional autoencoders using a specific regularization scheme (see Section 6.7).

4.5 Distributed representations

A distributed representation is composed of components that can be varying individually. This is a central property of the representations learned by ANNs (Hinton 1986). Non-distributed (localist) representations can only describe a number of distinct objects that is linear in the number of dimensions: examples are one-hot encodings\(^3\) and clustering assignments, both of which can express exactly as many distinct objects as there are dimensions (categories or clusters). Examples of algorithms working with non-distributed representations are k-nearest-neighbors, clustering methods (a data point is assigned to exactly one cluster or centroid), and decision trees (similarly: a data point can only be represented by exactly one path in the tree). Distributed representations, on the other hand, can express a number of values that is exponential in the number of dimensions. E.g. a binary vector of length \(n\) can represent \(2^n\) different values, whereas a one-hot vector can only represent \(n\) distinct values.

Distributed representations are natural for encoding independent underlying factors of variation (see Section 6.7), as each dimension can encode a different factor.

\(^3\)A one-hot encoding is a vector the size of the number of categories, which is zero at all positions except for the position representing the represented category (where it is one).
Chapter 5

Learned representations for language

While the early ground-breaking deep learning work targeted image data, ANNs have also proved to be a useful technology to model problems in NLP. As written natural language is a sparse and discrete data modality, some tricks have been developed to be able to handle it in models that are otherwise inherently dense and continuous. Section 5.1 gives some background about distributed word representations learned using ANNs. In Section 5.2, we present our contributions on multi-document summarization that leverages neural word embeddings and principles from kernel learning. The resulting system obtains state-of-the-art results on standard benchmark datasets.

Similar to how deep learning revolutionized image recognition, to a large part because of its capability to learn internal representations, solutions to problems in NLP have been improved with the use of learned representations for words (Collobert and Weston 2008; Mikolov, Chen, et al. 2013; Pennington, Socher, and Manning 2014), documents (Le and Mikolov 2014), phrases (Cho et al. 2014), sentences (Blunsom, Grefenstette, and Kalchbrenner 2014), and even characters (Chen et al. 2015).

5.1 Neural word embeddings

Word embeddings are representations for words in a vector space. In contrast to the bag-of-words representations discussed in Section 3.1, neural word embeddings are continuous vector space representations of much lower dimensionality (they are also denser). This class of word embeddings are distributed representations (see Section 4.5), and use ANNs for training. They are also distributional representations, as they are trained using word contexts from large text corpora, and encode (distributionally) semantically similar words close in the vector space. Collobert and Weston (2008) trained the representations using a neural network in a multitask training scenario. In the Word2Vec skip-gram model, the vectors are obtained by training a model to predict the context words, and in the Word2Vec continuous bag-of-words (CBOW) model, the vectors are obtained by
averaging the context word vectors, and train a log-linear classifier to predict the word in between (Mikolov, Chen, et al. 2013). The GloVe model is trained using global word co-occurrence statistics (Pennington, Socher, and Manning 2014). FastText is based on the skip-gram model and learns representations that take subword information into account (Bojanowski et al. 2016). Vectors from the models mentioned above have been shown to encode many semantic aspects of words. This shows as relations between the corresponding vectors; e.g. the difference between the vectors for a country and its capital is almost constant over different countries (Mikolov, Sutskever, et al. 2013):

\[ v_{\text{Stockholm}} - v_{\text{Sweden}} \approx v_{\text{Berlin}} - v_{\text{Germany}} \]

## 5.2 Extractive multi-document summarization

The previous sections have described how models can be trained to compute vector based representations for a number of different kinds of data. Specifically, word embeddings have proven very useful for a number of applications in NLP, including syntactic parsing (Socher, Bauer, et al. 2013), word sense induction (Kågebäck, Johansson, et al. 2015), word sense disambiguation (Iacobacci, Pilehvar, andNavigli 2016), and sentiment analysis (Socher, Perelygin, et al. 2013). This section introduces a novel approach that leverages the powerful expressiveness of neural word embeddings for summarizing documents, and a way of aggregating different kinds of sentence similarity measures using ideas from kernel learning.

Extractive multi-document summarization is the process of extracting parts of a set of documents \( D \) into a summary \( S \), such that it is brief, representative, and non-redundant. (This is in contrast to abstractive summarization, where the contents of \( D \) is abstracted into some intermediate representation and then used to generate a summary, which does
Figure 5.2.2: An Unfolding recursive auto-encoder (RAE). In this example, a three words phrase \([x_1, x_2, x_3]\) is the input. The weight matrix \(\theta_e\) is used to encode the compressed representations, while \(\theta_d\) is used to decode the representations and reconstruct the sentence.

not necessarily contain parts of the original documents). A common approach is to consider sentences as candidates for the extraction.

Several factors make this a hard problem. Firstly, it is difficult to evaluate the quality of summaries automatically. Secondly, generating the output, either by selecting sentences from the source documents, or by natural language generation, is a difficult optimization problem.

Previous work (Mihalcea and Tarau 2004; Radev et al. 2004; Lin and Bilmes 2011; Kulesza and Taskar 2012) has attacked the extractive problem by defining a similarity score between sentences, and then applying some form of optimization strategy to select sentences that have a high similarity to the whole input document set \(D\) (representativeness or coverage), yet a low similarity to the rest of the current summary \(S\) (diversity or non-redundancy). These two objectives are naturally conflicting, and making a good trade-off is a challenge.

Lin and Bilmes (2011) represented sentences using bag-of-words vectors weighted by tf-idf (with a vocabulary of unigrams and bigrams), and measured the sentence similarity using the cosine similarity:

\[
M_{s_i, s_j} = \frac{\sum_{w \in s_i} tf_{w,i} \cdot idf_w \sum_{w \in s_j} tf_{w,j} \cdot idf_w}{\sqrt{\sum_{w \in s_i} tf_{w,i}^2 \cdot idf_w^2} \sqrt{\sum_{w \in s_j} tf_{w,j}^2 \cdot idf_w^2}}.
\]

They showed that a scoring function measuring sentence similarities like this is a monotonically non-decreasing submodular set-function. This allows for optimization with a greedy approximation algorithm, guaranteed to find a solution within a factor \((1 - \frac{1}{e}) \approx 0.63\) of the true optimum. The resulting summaries have scored well in evaluations using the ROUGE metrics. A sentence representation similar to this was used by Radev et al. (2004). Mihalcea and Tarau (2004) also used a similar approach, without the tf-idf weighting, and with a different normalization:

\[
M_{s_i, s_j} = \frac{|s_i \cap s_j|}{(\log |s_i| + \log |s_j|)}.
\]
In Paper I, we use word embeddings to capture more semantics in the sentence similarity score. To be able to easily compare two sentences, we first create a sentence representation of fixed dimensionality for each sentence. We evaluate two different ways of doing this: simple vector addition (Mikolov, Sutskever, et al. 2013) and RAEs (see Figure 5.2.2) (Socher, Huang, et al. 2011). An RAE is an autoencoder: a feed forward neural network that is trained to reconstruct the input at its output. In an autoencoder, there is typically a lower-dimensional hidden layer, to obtain an amount of compression. A recursive autoencoder uses the syntactic parse tree of a sentence to provide the layout of the autoencoder network. In this way, intermediate representations are trained recursively for pairs of input representations. The dimensionality is the same after each pairwise input.

In the evaluation, two different word representations were used: those of Mikolov, Chen, et al. (2013), and of Collobert and Weston (2008). Extending the representations to more complex structures than words (such as sentences and documents) is an active area of research. The proposed summarization method was evaluated using ROUGE (version 1.5.5) (Lin 2004), which reports n-gram overlaps between generated summaries and the gold standard. The paper reports ROUGE-1, ROUGE-2, and ROUGE-SU4 scores, representing matches in unigrams, bigrams, and skip-bigrams, respectively. Skip-bigrams are matches of two words with up to four words in between (that do not need to match). The experimental evaluation suggests that using continuous vector space models affects the resulting summaries favorably, but surprisingly, the simple approach of summing the vectors to sentence representations outperforms the seemingly more sophisticated approach with RAEs.

Paper II builds on the approach with word representations. This paper presents a sentence similarity score based on sentiment analysis (when human authors create summaries for news paper articles, they use negative emotion words at a higher rate (Hong and Nenkova 2014)), and shows that better summaries can be created by combining the word embeddings with the sentiment score and traditional word-overlap measures, by multiplying the scores together. Using multiplication corresponds to a conjunctive aggregation, where a high result means that all involved similarity scores are high, but
if only one of them is low, the resulting score will be low. Products of experts have been shown to work well in many other applications and is a standard way of combining kernels.

We call the resulting system MULTSUM, an automatic summarizer that uses submodular optimization with multiplicative aggregation of sentence similarity scores, taking several aspects into account when selecting sentences.

$$M_{s_i,s_j} = \prod M_{s_i,s_j}^I,$$

where $M^I$ denotes the different similarity measures used.

The resulting summaries were evaluated on DUC 2004; the de-facto standard benchmark dataset for generic multi-document summarization, and obtain state-of-the-art results. Specifically, the scores where MULTSUM excels are ROUGE-2 and ROUGE-SU4, with matches in bigrams and skip-bigrams (with up to four words in between), respectively, suggesting that the resulting summaries have high fluency.
Chapter 6

End-to-end learning

The previous chapters have discussed representations that were learned separately, and then used in a downstream task such as summarization (Paper I and Paper II). This means that there are assumptions (implicit or explicit) being made when choosing the model and algorithm to learn the representations, so as to make sure that the representations will perform well for the downstream task.

As mentioned in Section 4.1, ANNs can learn to compute internal representations with increasing levels of abstraction, while being trained to solve the end task. This is just a result of the gradient based learning; weights are updated in the direction opposite to the gradient, at the same time modifying the computed representations, so as to minimize the loss function measuring the quality of the output. Letting the optimization of the loss function affect all parameters including the representations for the atomic language units makes sure that they become adapted to work well for the specific task.

This chapter will explore end-to-end learning techniques for natural language. It is organized as follows. In Section 6.1 we describe RNNs for modeling sequences using ANNs. Section 6.2 gives some background on sequence to sequence models and attention mechanisms. Section 6.3 gives background and motivations for subword and character-based modeling of natural language. Our contributions on named entity recognition in medical domain is introduced in Section 6.4. Our work on morphological analogies is introduced in Section 6.5. Section 6.6 gives some background on convolutional neural networks. In Section 6.7, we present a novel regularization scheme that helps to learn disentangled representations.
Figure 6.0.1: A recurrent neural network, with a sequence of inputs $x^{(0)}, x^{(1)}, \ldots, x^{(N)}$, and sequence of outputs $h^{(0)}, h^{(1)}, \ldots, h^{(N)}$.

6.1 Neural sequence modeling

Language is often modeled using recurrent neural networks (RNNs), which can model arbitrary sequences of data, keeping a state representation as it processes the data in the sequence. The main building block in the most basic RNN variant, is the recurrent layer (see Figure 6.0.1). This layer is reused (with the same weights) at each position $t$ in the input sequence $x^{(0)}, x^{(1)}, \ldots, x^{(N)}$, and at time $t$ takes as input a concatenation of (1) an input vector $x^{(t)}$ from the sequence and (2) the current state representation $h^{(t-1)}$. Then a linear transformation is performed followed by the nonlinear activation:

$$h^{(t)} = \tanh(Wx^{(t)} + Uh^{(t-1)} + b),$$

where $W$ and $U$ are trainable weight matrices, $b$ is the bias vector, and $\tanh$ is the nonlinearity.

A neural language model is an RNN that has as input a textual sequence (of words, subword units, or characters). The model is trained to predict the next token at every position in the sequence. The input to the RNN is the vector representation of the token, and the prediction output is modeled using a linear layer with softmax activation which learns the probability of each token in the vocabulary given the previous tokens in the sequence. A linear input layer is used to transform one-hot encodings (see Section 4.5) into real-valued vectors (this is sometimes referred to as an embedding layer).

In effect, the weights in the embedding layer of a neural sequence model will learn a vector representation for each token in the vocabulary, which often has properties similar to the embeddings discussed in Section 5.1, but will also be adapted to work better for the end task, since the whole model (including the embeddings) is trained using back-propagation and SGD to minimize the error in the output. (For details on training, see Section 4.3)

Basic RNNs struggle with learning long dependencies and suffer from the vanishing gradient problem from the depth in the sequence dimension (see Section 4.2). This makes RNN models difficult to train (Hochreiter 1998; Bengio, Simard, and Frasconi 1994), and motivated the development of the Long short-term memory (LSTM) (Schmidhuber and Hochreiter 1997), that to some extent solves these shortcomings.
Recurrent networks with gates. An LSTM is an RNN where the cell at each step $t$ contains an internal memory vector $c(t)$, and three gates controlling what parts of the internal memory will be erased from the internal memory (the forget gate $f(t)$), what parts of the input that will be stored (the input gate $i(t)$), as well as what will be included in the output (the output gate $o(t)$). In essence, this means that the following expressions are evaluated at each step in the sequence, to compute the new internal memory $c(t)$ and the cell output $h(t)$. Here “$\odot$” represents element-wise multiplication:

\[
\begin{align*}
  i(t) &= \sigma(W(i)x(t) + U(i)h(t-1) + b(i)), \\
  f(t) &= \sigma(W(f)x(t) + U(f)h(t-1) + b(f)), \\
  o(t) &= \sigma(W(o)x(t) + U(o)h(t-1) + b(o)), \\
  u(t) &= \tanh(W(u)x(t) + U(u)h(t-1) + b(u)), \\
  c(t) &= i(t) \odot u(t) + f(t) \odot c(t-1), \\
  h(t) &= o(t) \odot \tanh(c(t)).
\end{align*}
\]  

LSTM networks has been successfully applied to many problems, including handwriting recognition (Graves et al. 2009), sequence-to-sequence learning (Sutskever, Vinyals, and Le 2014), and language modeling (Wang and Cho 2016).

The gated recurrent unit (GRU) (Cho et al. 2014) is a simplification of this approach, having only two gates by replacing the input and forget gates with an update gate $u(t)$ that simply erases memory whenever it is updating the state with new input. Hence, the GRU has fewer parameters, and still obtains similar performance as the original LSTM in many tasks.

In Paper III and Paper IV, the LSTM and GRU variants are used, respectively, to attack problems in medical named entity recognition and morphology.

6.2 Sequence-to-sequence models

A sequence-to-sequence (or encoder-decoder) model is a conditional language model from which one can sample a target sequence given a source sequence (Sutskever, Vinyals, and Le 2014; Cho et al. 2014). The obvious application is machine translation. Early iterations of this strategy used one RNN to encode a source sentence (as a sequence of words), the final state of the encoder was then fed into an RNN that was trained to generate the corresponding sentence in another language.

Attention mechanism. The performance of the early sequence-to-sequence models degraded quickly with longer input sentences. Sutskever, Vinyals, and Le (2014) observed that reversing the source sentence led to better results. In that way, fewer computational steps were performed between the input of the beginning of the source sentence, and the generation of the beginning of the target sentence. Bahdanau, Cho, and Bengio (2015) further shortened the distance between the source token and the target token during translation, by introducing the attention mechanism (see Figure 6.2.1).
At each step $t_d$ in the output generation, a weighted sum of the states $h^{(0)}, h^{(1)}, ..., h^{(N_e)}$ from the encoder is computed: $\sum_{t_e} w^{(t_e)} h^{(t_e)}$. Each weight $w^{(t_e)}$ in this sum, corresponding to each encoder token, is computed using an MLP with the current hidden state of the decoder $h^{(t_d)}$, and the state of the encoder $h^{(t_e)}$ as inputs. The weights are normalized with a softmax activation so that they sum to one. In effect, this leads to an alignment of the two sentences, and the decoder can “focus” on a specific part of the source sentence at every step in the generation process. The introduction of attention mechanisms led to a big improvement in translation accuracy.

Neural machine translation has surpassed the performance of competing technologies such as statistical phrase-based machine translation in the last few years, and is now in production in many online translation services. The power of training large deep models end-to-end with back-propagation has enabled systems to take advantage of large quantities of training data, something that has a regularizing effect that enables great generalization. Again, a very important property is the learning of internal representations taking place in the sequence-to-sequence models at the heart of the translation engines.

### 6.3 Subword and character-based modeling

In the models discussed above, language is modeled as sequences of words. In the context of ANNs (as well as other approaches), this is normally modeled using a fixed vocabulary of the most common words, resulting in solutions where infrequent words are out-of-vocabulary (OOV), and in the case of language generation, the inability to generate anything outside of the vocabulary. A special $<\text{UNK}>$ token is introduced to handle the OOV words. Another issue with word-based modeling is the necessary preprocessing step of tokenization, which introduces a source of errors when applied to noisy real-world language, possibly in new domains or low-resource settings. Also, with a large vocabulary, the normalizing constant in the output layers can pose a computational challenge, and more importantly, word-based models are unable to learn subword patterns.

In many NLP problems, it is possible to overcome the problems listed above by modeling the text with the raw character stream as input. This is implemented similarly to a word-based model, but instead of a word vocabulary, a character vocabulary is used. The input layer is a linear embedding layer, with embeddings for characters instead of words. In the case of a language model, the output layer is a linear transformation with softmax activation, trained to predict the next character given the sequence of preceding...
characters. A character-based model can represent any word that is written using the same alphabet, can learn subword patterns, needs no tokenization as preprocessing, and requires an output layer with a size not bigger than the alphabet, reducing the computational cost of normalization in the softmax output. The downside is that a sequence of characters is about 5-10 times longer, which means that the gradients need to be propagated a long way. There have been hybrid approaches to mitigate this problem, such as using the byte-pair encoding to create a vocabulary of common subword patterns (Sennrich, Haddow, and Birch 2016), or to use word-level models with a character-based fallback RNN that is used only when an OOV is encountered (Luong and Manning 2016; Labeau and Allauzen 2017). For many problems, however, such as morphological inflection and reinfection (Kann and Schütze 2016), text classification (Zhang, Zhao, and LeCun 2015), and language modeling (Kim et al. 2016), using the raw character stream can be of a great benefit.

6.4 Recognizing medical entities in electronic patient records

Character-based neural models can detect patterns on a subword level. In Paper III, we explore how this can be used to detect medical terms in electronic patient records. We frame the problem as a variation of named entity recognition (NER), where the task in general is to recognize and classify named entities such as people, organizations, and locations. In this work, the names of interest are instead 1. disorders and findings, 2. pharmaceutical drugs, 3. body structure. Medical documents have specific terminology including many non-standard abbreviations and multi-word expressions. The same term can often be spelled in several different ways, and abbreviations can refer to different things depending on context.

Previous work for NER in the medical domain has used conditional random fields (CRFs) (Wang and Patrick 2009) and hidden Markov models (HMMs) (Zhou et al. 2004). For Swedish medical health records, the state-of-the-art results was presented by Skeppstedt et al. (2014), with a CRF model. These all require engineered features, such as lemma, POS, prefixes, suffixes, and orthographics (e.g. number, word, capitalisation).

In contrast, the model proposed in Paper III learns all its features, and can be trained efficiently with simple back-propagation and stochastic gradient descent. The problem was approached using a character based RNN, that simultaneously recognizes and classifies each mention of a term into one of the three classes above. The network is trained to compute a classification for each character in the sequence, removing the need for IOB encodings: either the character should be classified as one of the three categories above, or it was not part of a mention. The boundary detection follows automatically from this.

Traditional named entity recognition systems rely heavily on hand-crafted character-based features, such as capitalization, numerical characters, prefixes, and suffixes (Ratinov and Roth 2009), things that are well-suited to be learned using a character-based RNN. The proposed model outputs one classification for each character of an input document, and there is nothing limiting the model from classifying a word inconsistently. For this reason, the character classification is treated as a voting mechanism, and the majority for
Figure 6.5.1: The layout of the proposed model for morphological relational reasoning. The demo relation is encoded using two encoder RNNs with shared weights for the two demo words. A fully connected layer FC relation follows the demo relation pair. The query word is encoded separately, and its embedding is concatenated with the output from FC relation, and fed as the initial hidden state into the RNN decoder which generates the output while using an attention pointer to the query encoder.

each word is chosen. If a space between two tokens is classified consistently with the two surrounding tokens, it is considered part of a multi-word expression. Otherwise, they are treated as two different entity mentions.

The model was evaluated using Stockholm EPR corpus (Dalianis, Hassel, Henriksson, et al. 2012), and a new dataset was developed for training and development, consisting of medical texts in Swedish from Läkartidningen (Kokkinakis and Gerdin 2010), Swedish Wikipedia, and the Swedish online health care guide, 1177.se. The test set with real patient records contain misspellings, redundancy, and highly diverse writing style (Dalianis, Hassel, and Velupillai 2009). In the experimental evaluation, the proposed model outperformed a bag-of-words based baseline (Zhang and Elhadad 2013), and obtained good results for entity classification. This work demonstrates the ability of character-based neural models to learn subword patterns, and to generalize well to data that is noisy and with a difference in quality between the training data and the test data.

6.5 Morphological relational reasoning

For many tasks in NLP, words appearing in different forms have been considered a problem. The solution has sometimes been to use stemming: a way of removing common suffixes and prefixes from words to retain its stem, or lemmatization: a more involved process to predict the lemma given an inflected word form. This is often done as a preprocessing step before the problem of interest is attacked. This preprocessing may lead to better performance for some algorithms working with count based representations (see Section 3.1), but it removes much of the information in the text. A character-based RNN can learn to identify and make use of the information encoded by prefixes, suffixes, infixes, and transformations such as umlaut. In Paper IV, we demonstrate how such a network learns to identify morphological forms in its internal embeddings, while solving the task of generating morphological analogies.

The paper defines morphological relational reasoning: given a morphological demo
relation (a word in a source form and a target form), and a query word \( q \) in the source form, what is the target form of \( q \)? E.g.: see is to saw as eat is to what? We approach the problem using an extended sequence-to-sequence-model with an attention mechanism (see Section 6.2), with the major difference being that we introduce the relation encoder. The relation encoder takes the demo relation using two separate RNNs (having shared weights), followed by a fully connected layer with tanh activations. The embeddings computed by the relation encoder are fed together with the representation computed by a separate RNN for the query word to the decoder RNN (see Figure 6.5.1). The model is trained to generate the query word in its target form using the decoder RNN, and the only training signal comes from the loss function measuring how close the decoder is to generating the correct characters.

Through visualizations done using t-SNE projections (see Figure 6.5.2), one can see that the embeddings computed by the demo relation encoder RNN (for the English validation set) can capture and disentangle the information about the morphological relation being demonstrated by the word pair. Without any explicit training signal telling it about morphological tags, the relation encoder has learned to separate all morphological relations in the English data, except for two: “singular-plural” for nouns, and “infinitive-3rd pers. singular present” for verbs, both realized in English by appending the suffix “-s” in one direction, and removing it in the inverse direction. These exact relations share the same space in the embeddings, and can therefore be mistaken for each other by the model. Related (and somewhat simpler) problems are morphological inflection and reinflection, where a source form is given with its morphological tags, together with the tags for the target form, and the task is to generate the word in the target form. Character-based RNNs have successfully been applied to solve also these related problems (Kann and Schütze 2016). Morphological relational reasoning is a harder problem, since our model needs not only to perform the transformation from source form to target form, but also
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**Figure 6.5.2:** Morphological relations (transformations from one morphological form to another), embedded using the internal representation in the model in Paper IV.

---
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Figure 6.6.1: Convolutional filters applied to a part of an input. Left: a 5 × 5 filter (yellow) applied to a 2-dimensional input (e.g. the pixel values of a grey-scale image). The convolution operator applies the filter to every fitting position of the input (with some stride ≥ 1). Applying the filter means taking the dot product between the filter and the matching region (here: grey). Right: a 5 × 20 filter (green) applied to a 2-dimensional (20 × 20) input. This results in a 1-dimensional convolution, something that can be used to model sequences such as language, with an input being a stacked sequence of embedding vectors.

first infer the morphological forms represented by the demo relation.

One may recall (see Section 5.1) that neural word embeddings are evaluated similarly, using either semantic or syntactic analogies. However, word embedding models are confined to a fixed vocabulary, whereas the proposed character-based model is not. In fact, the paper contains a comparison using word embeddings as a baseline, and the proposed character-based model outperforms the baseline by a large margin.

The proposed model was evaluated experimentally on five different languages, and beat the baseline methods consistently over all languages. Particularly, for English, the prediction accuracy is 95.60%. Furthermore, we show that the representations learned by the relation encoder disentangles the morphological forms well.

6.6 Convolutional neural networks

Convolutional neural networks (CNNs) were proposed as a neural architecture for image classification (LeCun et al. 1990), with one of the most effective ways of reusing parameters. CNNs are currently the best-performing architecture for many different tasks involving images. The Imagenet image classification competition has been dominated by CNNs since 2012, when Krizhevsky, Sutskever, and Hinton trained a large CNN with the raw images as its only input, learning its own internal representations. Karen Simonyan (2015) trained a network with smaller convolution filters, but were able to train a deeper network with 19 layers. The inception architecture (Szegedy et al. 2015) allowed for training an even deeper network, improving the results even further. This network had 22 layers. He et al. (2016) was able to make the network even deeper, by incorporating residual connections, bypassing one or more layers and thus letting information flow more easily
both in the forward-pass and in the backward-pass, limiting the effects of the vanishing gradient problem (see Section 4.2). They obtained significantly better results, with a model trained with a total of 152 layers. CNNs have been used successfully as components in solutions of many related problems, such as deep reinforcement learning (Mnih et al. 2013; Silver et al. 2016), and generative adversarial networks (GANs) (Goodfellow, Pouget-Abadie, et al. 2014).

**Convolutional layers.** A CNN is a neural network with one or more convolutional layers. Instead of the standard linear transformation using a matrix multiplication performed in fully connected layers, convolutional layers have convolution filters, which are applied using the *convolution operator* (see Figure 6.6.1). The convolution operator takes the input data with grid structure, and one or more convolutional filters, small matrices that is trained in the normal way with back-propagation and SGD. The filters are applied at every possible position of the input data, computing a dot product between the filter and the corresponding part of the input, resulting in one (scalar) activation for each such possible position. When using a suitable amount of zero-padding around the input data (image), the output activation of a convolutional layer can be made to have the same dimensions as the input.

For instance, for two-dimensional images, the convolution filter may be a $5 \times 5$ pixel square which has been trained to detect some shape in the input image. At locations of the input image where it is similar to the learned shape, the resulting dot product will be high.

The convolution operation gives the layer an invariance to location of the features. The filters learn detectors of different structures in the input, and they are insensitive to where in the input the structures are found. The filter’s weights are used many times on the same input, generating one scalar valued output at every position. The convolution operation is highly parallelizable, and have optimized implementations on GPU hardware, making CNNs fast to train and evaluate. Compared to making an equally expressive fully connected network, the corresponding CNN is much smaller.

A CNN can be used to model sequences. Filters are then convolved over the sequence dimension of the data, and can detect patterns over the filter length (see Figure 6.6.1, right). This is a 1-dimensional convolution, in contrast to 2-dimensional convolutions for image data. In this way they have been applied successfully to some natural language tasks (Kalchbrenner and Blunsom 2013; Kalchbrenner, Grefenstette, and Blunsom 2014; Kim et al. 2016).

**Image captioning.** The beauty and flexibility of deep learning is demonstrated when the different building blocks are put together. Using the gradient based training, a network can learn to find patterns in all data modalities, also combined in the same model. An example of this is models for image captioning (Xu et al. 2015). A part of the network learns representations for an input image with convolutional layers, while an RNN part learns to take those representations as input and to generate a text describing the image. An image captioning system with an attention mechanism computes the attention weights for convolutional activations corresponding to regions of the input image. The whole
process is analogous to sequence-to-sequence models for translation, but the encoder RNN is replaced with a CNN: the model makes “translations” from images to text.

**Convolutional autoencoders.** A convolutional autoencoder uses convolutional layers to encode suitable data to a vector embedding (see Section 4.4). It is trained using a decoder with the objective to recreate the inputs. In this thesis, we consider convolutional autoencoders using a decoder with transposed convolution layers\(^1\), with the mean squared error loss function (see Section 4.3).

### 6.7 Disentanglement

When the representations computed by a model explains the underlying variations in the data well, we say that the representations disentangle the underlying factors in the data. The final layer in an ANN can only make a linear transformation (essentially, in the softmax classification case, it performs logistic regression, possibly multi-class), and for this to be meaningful, the representations coming as inputs to this layer need to have been transformed into easily distinguishable regions.

In Paper IV, we demonstrated that the morphological relations were disentangled by the relation encoder, as they were embedded in a space where they were easily distinguished and separated (see Section 6.5). This is a good example of disentangling the factors that are interesting for solving the problem, something beneficial to most problems and models. Training deeper models helps with disentanglement, as each non-linear transformation helps to uncover the underlying factors. The hierarchical representations learned by deep neural networks are well suited to find such underlying factors in real data, as they are often possible to express in terms of other, simpler factors of variation (Goodfellow, Bengio, and Courville 2016). In some situations, a model may struggle to find and disentangle the underlying causes of variation, possibly due to weak training signal, or a signal containing factors that have been mixed together. A lower-dimensional representation generally learns dimensions in the data that are less dependent; an effective way to decrease dimensionality is to remove redundant components (Goodfellow, Bengio, and Courville 2016).

In Paper V, we present a regularization scheme that helps an ANN learn uncorrelated features. The approach is a regularization term that penalizes the terms in the covariance matrix of the activations of a layer over a batch of data. This is a simple approach that (1) helps to learn disentangled factors of variation, and (2) disables all superfluous dimensions in a regularized layer. Furthermore, the approach is simple to implement, and inexpensive to compute. The correlation penalty favors representations which have linearly independent dimensions. However, the representations have been computed using the highly non-linear transformations of a neural network. The requirement is weaker than to penalize all dependency e.g. through measuring the mutual information, such as suggested by works on non-linear independent component analysis, but our solution

---

\(^1\)The transposed convolution operation is sometimes incorrectly called “deconvolution operation”, but it is not the same as the operation by the same name in signal processing.
is simpler, computationally less expensive, and works well in practice (Lappalainen and Honkela 2000; Honkela and Valpola 2005).

The proposed covariance regularization term ($L_\Sigma$) for a layer $\ell$, is computed as

$$L_\Sigma = \frac{\sum_{i,j=0}^{N} |C_{ij}|}{d^2},$$

where $d$ is the dimensionality of $\ell$, and $C \in \mathcal{R}^{d \times d}$ is the sample covariance of the activations in $\ell$ over $N$ examples.

An experimental evaluation was performed, applying the covariance regularization to a number of models performing different tasks, and the following was concluded. (1) The trained models generally learned to use a minimal number of necessary units. This can be used as an intermediate result when searching for the right dimensions of a model. (2) The activations that are used in the model are minimally correlated.

![Covariance matrix and spectrum](image)

**Figure 6.7.1:** Covariance matrix (left) and spectrum (right) of the hidden layers of a feed forward neural network trained with covariance regularization $L_\Sigma$ to solve the XOR problem. Layer one (top) has learned to utilize unit zero and three while keeping the rest constant, and in layer two only unit two is utilized. This learned structure is the minimal solution to the XOR problem.

When training an MLP to learn the XOR function using two hidden layers and four units in each hidden layer (this model is overspecified, the problem can be solved with one hidden layer of 2 dimensions), the network with covariance regularization $L_\Sigma$ learns to utilize only the needed dimensions in each regularized layer, and to put all variation on the two necessary units in the first hidden layer (see Figure 6.7.1). The two dimensions used are not uncorrelated (they need to have negative correlation in order to solve this
problem). A similar result was found when random vectors were projected into higher-dimensional space using a random projection, and then used to train an autoencoder with $L_\Sigma$ regularization. The model discovered the number of dimensions of variation in the underlying data.

To verify the approach on real-world data, a convolutional autoencoder with two convolutional layers followed by two fully connected layers was trained on CIFAR-10 (Krizhevsky and Hinton 2009) with $L_\Sigma$ regularization applied to the 84-dimensional coding layer. The regularization term helps the model learn uncorrelated features in the image data, and less than 36 utilized dimensions at 90% variance loss.

The experimental evaluation showed for both synthetic tasks and for the autoencoder trained on real image data, that the $L_\Sigma$ regularization is a practical way to make representations uncorrelated while retaining the model’s performance. This is useful for interpretability, as one can more easily identify what the representations do.
Chapter 7

Concluding remarks

Representation learning has transformed the field of machine learning. Learned representations enable solutions that are more adaptable, and have a greater generality. Gradient based learning of hierarchical representations have performed exceptionally well for a large number of tasks. This thesis has demonstrated a number of tasks in natural language processing (NLP) where learned representations have been beneficial. In particular, this included work that makes use of neural word embeddings for extractive multi-document summarization, showing that these rich representations can be of great benefit to traditional statistical algorithms in NLP. The proposed multi-document summarizer employs a novel approach to aggregate multiple ways of measuring semantic similarity between sentences, and obtains results that beat the state-of-the-art.

Furthermore, we have presented models based on recurrent neural networks (RNNs), trained end-to-end, and working on the raw character stream, that tackle some interesting problems in NLP. In Paper III, we trained a character-based RNN to detect and classify mentions of medical terms in Swedish patient health record data. In Paper IV, we proposed a novel character-based neural architecture to perform morphological relational reasoning; a syntactic analogy task similar to the tasks used to evaluate the performance of word embedding models, but where these closed-vocabulary solutions fail much because of the limited vocabulary. Within the model, the internally computed representations were evaluated and visualized, showing that the model can learn to compute representations that capture and disentangle the necessary underlying factors of variation: the class of the morphological relation that was demonstrated in the analogy. In Paper V, we proposed a regularization technique that penalizes correlation between activations in a layer. This helps a model learn more interpretable and disentangled activations. Also, it helps with the design of deep learning models by estimating the required dimensionality, while being computationally inexpensive and simple to implement.

Deep learning models are well suited to perform many tasks in NLP. The feed-forward structure bears some similarity to the traditional solutions using pipelines with different components performing subtasks. The power of training the neural models end-to-end, using one well defined optimization objective, allows for each component in the solution to be adapted specifically to the task, and for each layer in the feed-forward network to
compute an output that is increasingly useful for the task. Eventually the model can compute representations that disentangles the underlying factors of variation that explains the data, and is useful for the final output.

7.1 Summary of contributions

This thesis has focussed on representation learning for natural language processing. The following are the main contributions.

**Learned representations for summarization.** In Paper I, we proposed a novel way to make use of learned neural word embeddings to make sentence similarity measurements that are semantically sound. The paper explored a number of approaches to compute vector representations for sentences and concluded that using neural word embeddings for the words in a sentence, and summing them to create a sentence representation, we were able to beat state-of-the-art summarization systems on the OPINOSIS dataset of online user reviews.

The work on summarization was extended in Paper II, by using the techniques developed above, and by employing multiplicative aggregation, an ensemble-technique based on ideas from kernel learning, we computed combined sentence similarity scores incorporating information from several sentence similarity measurements. Using combinations of different sentence similarity scores together with an existing algorithm based on submodular optimization, we obtained ROUGE scores beating state-of-the-art on the de facto standard benchmark dataset from DUC 2004, containing news wire articles about different topics.

Leveraging word embeddings in NLP pipelines allow for solutions to have rich informative data representations that were computed based on large corpora, often containing billions of words. In this thesis we have demonstrated how this can be done to improve performance of traditional algorithms on extractive multi-document summarization. Our work in Paper I was the first to make use of neural word embeddings for summarization, while many related papers have followed later.

From Paper I and Paper II we conclude that the answer to research question Q1 (see Section 1.1) is yes: Automatic multi-document summarization benefits from using learned representations. As an answer to Q2, we also conclude that while learned representations for words can be used to improve automatic summarization, we can further improve the results by combining several sentence similarity scores using multiplicative aggregation.

**Character-based end-to-end modeling for named entity recognition.** In Paper III we proposed a novel character-based RNN model to recognize mentions of medical terms in Swedish health records: *symptoms and findings, body parts, and pharmaceutical drugs*. The approach was trained on articles from Läkartidningen, a Swedish journal for medical professionals, and on medical texts from Swedish Wikipedia. The training was performed using an end-to-end approach, and the necessary character-level representations are learned internally, allowing the model to react to variations in the character sequence. It was evaluated on medical health records, and proved to generalize well to this unseen
data. The paper was one of the first to use character-based RNNs for NER. This approach has since become a standard tool.

**Character-level end-to-end modeling of morphological analogies.** In Paper IV, we proposed a character-based neural network model for morphological analogies, a task that was previously attacked using either simple copy mechanisms for word prefixes and suffixes, or using word embeddings. The copy mechanisms generally fail on uncommon word inflection patterns, and the word embedding approaches fail to generalize beyond word forms that were seen in the training data. In contrast, the proposed model uses the raw character stream and can be applied to any word form, and even generalize to unseen forms. The model is trained end-to-end, and learns all necessary internal representations, without any need for feature engineering, and without any need for explicit formulation of the forms.

By inspection of two-dimensional projected visualizations, we conclude that the model learns to separate morphological transformations in the demo word pair inputs. The paper demonstrates the power and flexibility of recurrent character-based models. It is able to abstract away from the raw character sequence provided as input, and learn to determine the morphological relation demonstrated by the word pair, and simultaneously to output the correct form of a query word which may or may not use the same inflectional pattern.

**Learning disentangled representations.** In Paper V, we propose an approach to help deep models using gradient-based learning to learn representations that are uncorrelated, and thus to penalize dependence between the learned activations in the representations. With this regularization term, a model can learn representations that better disentangle the underlying factors of variation. Moreover, the penalization of dependence encourages the model to disable superfluous dimensions in the representations and can help model designers to choose suitable representation size for a problem.

In Paper III and Paper IV, we have devised neural network models working on character level to solve NER in Swedish medical health records, and for solving morphological analogies. All necessary representations were learned while training for the end task. We conclude that the answer to Q3 (see Section 1.1) is yes: Character-based RNNs can learn the necessary representations for tasks such as NER and morphological analogies, while learning to successfully solve the task. The results from Paper III-IV together provide an answer to Q4. Character-based RNN models trained using end-to-end learning can successfully learn the needed representations, and can even do so in the absence of an explicit training signal (such as in the case of the relation encoder in Paper IV). For some tasks, the underlying factors of variation can be further disentangled using the regularization approach presented in Paper V.

**In conclusion,** this thesis has demonstrated a set of techniques based on artificial neural networks (ANNs) to successfully learn representations for natural language that is beneficial to a number of different NLP tasks. The techniques are all designed to take advantage of the data available while solving problems in a given domain.
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Abstract

Automatic summarization can help users extract the most important pieces of information from the vast amount of text digitized into electronic form everyday. Central to automatic summarization is the notion of similarity between sentences in text. In this paper we propose the use of continuous vector representations for semantically aware representations of sentences as a basis for measuring similarity. We evaluate different compositions for sentence representation on a standard dataset using the ROUGE evaluation measures. Our experiments show that the evaluated methods improve the performance of a state-of-the-art summarization framework and strongly indicate the benefits of continuous word vector representations for automatic summarization.

1 Introduction

The goal of summarization is to capture the important information contained in large volumes of text, and present it in a brief, representative, and consistent summary. A well written summary can significantly reduce the amount of work needed to digest large amounts of text on a given topic. The creation of summaries is currently a task best handled by humans. However, with the explosion of available textual data, it is no longer financially possible, or feasible, to produce all types of summaries by hand. This is especially true if the subject matter has a narrow base of interest, either due to the number of potential readers or the duration during which it is of general interest. A summary describing the events of World War II might for instance be justified to create manually, while a summary of all reviews and comments regarding a certain version of Windows might not. In such cases, automatic summarization is a way forward.

In this paper we introduce a novel application of continuous vector representations to the problem of multi-document summarization. We evaluate different compositions for producing sentence representations based on two different word embeddings on a standard dataset using the ROUGE evaluation measures. Our experiments show that the evaluated methods improve the performance of a state-of-the-art summarization framework which strongly indicate the benefits of continuous word vector representations for this tasks.

2 Summarization

There are two major types of automatic summarization techniques, extractive and abstractive. Extractive summarization systems create summaries using representative sentences chosen from the input while abstractive summarization creates new sentences and is generally considered a more difficult problem.

Figure 1: Illustration of Extractive Multi-Document Summarization.

For this paper we consider extractive multi-document summarization, that is, sentences are chosen for inclusion in a summary from a set of documents $D$. Typically, extractive summarization techniques can be divided into two components, the summarization framework and the similarity measures used to compare sentences. Next
we present the algorithm used for the framework and in Sec. 2.2 we discuss a typical sentence similarity measure, later to be used as a baseline.

2.1 Submodular Optimization

Lin and Bilmes (2011) formulated the problem of extractive summarization as an optimization problem using monotone nondecreasing submodular set functions. A submodular function $F$ on the set of sentences $V$ satisfies the following property: for any $A \subseteq B \subseteq V \setminus \{v\}$, $F(A + \{v\}) - F(A) \geq F(B + \{v\}) - F(B)$ where $v \in V$. This is called the diminishing returns property and captures the intuition that adding a sentence to a small set of sentences (i.e., summary) makes a greater contribution than adding a sentence to a larger set. The aim is then to find a summary that maximizes diversity of the sentences and the coverage of the input text. This objective function can be formulated as follows:

$$\mathcal{F}(S) = \mathcal{L}(S) + \lambda \mathcal{R}(S)$$

where $S$ is the summary, $\mathcal{L}(S)$ is the coverage of the input text, $\mathcal{R}(S)$ is a diversity reward function. The $\lambda$ is a trade-off coefficient that allows us to define the importance of coverage versus diversity of the summary. In general, this kind of optimization problem is NP-hard, however, if the objective function is submodular there is a fast scalable algorithm that returns an approximation with a guarantee. In the work of Lin and Bilmes (2011) a simple submodular function is chosen:

$$\mathcal{L}(S) = \sum_{i \in V} \min \{\sum_{j \in S} \text{Sim}(i, j), \alpha \sum_{j \in V} \text{Sim}(i, j)\}$$

where $\text{Sim}(i, j)$ is the similarity between sentence $i$ and sentence $j$ and $0 \leq \alpha \leq 1$ is a threshold coefficient. The diversity reward function $\mathcal{R}(S)$ can be found in (Lin and Bilmes, 2011).

2.2 Traditional Similarity Measure

Central to most extractive summarization systems is the use of sentence similarity measures ($\text{Sim}(i, j)$) in Eq. 1. Lin and Bilmes measure similarity between sentences by representing each sentence using tf-idf (Salton and McGill, 1986) vectors and measuring the cosine angle between vectors. Each sentence is represented by a word vector $w = (w_1, \ldots, w_N)$ where $N$ is the size of the vocabulary. Weights $w_k$ correspond to the tf-idf value of word $k$ in the sentence $i$. The weights $\text{Sim}(i, j)$ used in the $\mathcal{L}$ function in Eq. 1 are found using the following similarity measure.

$$\text{Sim}(i, j) = \frac{\sum_{w \in i} tf_{w,i} \times tf_{w,j} \times \text{idf}_w^2}{\sqrt{\sum_{w \in i} tf_{w,i}^2 \times \text{idf}_w^2} \sqrt{\sum_{w \in j} tf_{w,j}^2 \times \text{idf}_w^2}}$$

where $tf_{w,i}$ and $tf_{w,j}$ are the number of occurrences of $w$ in sentence $i$ and $j$, and $\text{idf}_w$ is the inverse document frequency (idf) of $w$.

In order to have a high similarity between sentences using the above measure, two sentences must have an overlap of highly scored tf-idf’ words. The overlap must be exact to count towards the similarity, e.g. the terms *The US President* and *Barack Obama* in different sentences will not add towards the similarity of the sentences. To capture deeper similarity, in this paper we will investigate the use of continuous vector representations for measuring similarity between sentences. In the next sections we will describe the basics needed for creating continuous vector representations and methods used to create sentence representations that can be used to measure sentence similarity.

3 Background on Deep Learning

Deep learning (Hinton et al., 2006; Bengio, 2009) is a modern interpretation of artificial neural networks (ANN), with an emphasis on deep network architectures. Deep learning can be used for challenging problems like image and speech recognition (Krizhevsky et al., 2012; Graves et al., 2013), as well as language modeling (Mikolov et al., 2010), and in all cases, able to achieve state-of-the-art results.

Inspired by the brain, ANNs use a neuron-like construction as their primary computational unit. The behavior of a neuron is entirely controlled by its input weights. Hence, the weights are where the information learned by the neuron is stored. More precisely the output of a neuron is computed as the weighted sum of its inputs, and squeezed into the interval $[0, 1]$ using a sigmoid function:

$$y_i = g(\theta_i^T x)$$

$$g(z) = \frac{1}{1 + e^{-z}}$$
Figure 2: FFNN with four input neurons, one hidden layer, and 1 output neuron. This type of architecture is appropriate for binary classification of some data \( x \in \mathbb{R}^4 \), however depending on the complexity of the input, the number and size of the hidden layers should be scaled accordingly.

where \( \theta_i \) are the weights associated with neuron \( i \) and \( x \) is the input. Here the sigmoid function \( g \) is chosen to be the logistic function, but it may also be modeled using other sigmoid shaped functions, e.g. the hyperbolic tangent function.

The neurons can be organized in many different ways. In some architectures, loops are permitted. These are referred to as recurrent neural networks. However, all networks considered here are non-cyclic topologies. In the rest of this section we discuss a few general architectures in more detail, which will later be employed in the evaluated models.

3.1 Feed Forward Neural Network

A feed forward neural network (FFNN) (Haykin, 2009) is a type of ANN where the neurons are structured in layers, and only connections to subsequent layers are allowed, see Fig 2. The algorithm is similar to logistic regression using non-linear terms. However, it does not rely on the user to choose the non-linear terms needed to fit the data, making it more adaptable to changing datasets. The first layer in a FFNN is called the input layer, the last layer is called the output layer, and the interim layers are called hidden layers. The hidden layers are optional but necessary to fit complex patterns.

Training is achieved by minimizing the network error \( E \). How \( E \) is defined differs between different network architectures, but is in general a differentiable function of the produced output and the expected output. In order to minimize this function the gradient \( \frac{\partial E}{\partial \Theta} \) first needs to be calculated, where \( \Theta \) is a matrix of all parameters, or weights, in the network. This is achieved using backpropagation (Rumelhart et al., 1986). Secondly, these gradients are used to minimize \( E \) using e.g. gradient descent. The result of this processes is a set of weights that enables the network to do the desired input-output mapping, as defined by the training data.

3.2 Auto-Encoder

An auto-encoder (AE) (Hinton and Salakhutdinov, 2006), see Fig. 3, is a type of FFNN with a topology designed for dimensionality reduction. The input and the output layers in an AE are identical, and there is at least one hidden bottleneck layer that is referred to as the coding layer. The network is trained to reconstruct the input data, and if it succeeds this implies that all information in the data is necessarily contained in the compressed representation of the coding layer.

A shallow AE, i.e. an AE with no extra hidden layers, will produce a similar code as principal component analysis. However, if more layers are added, before and after the coding layer, non-linear manifolds can be found. This enables the network to compress complex data, with minimal loss of information.

3.3 Recursive Neural Network

A recursive neural network (RvNN), see Fig. 4, first presented by Socher et al. (2010), is a type of feed forward neural network that can process data through an arbitrary binary tree structure, e.g. a
binary parse tree produced by linguistic parsing of a sentence. This is achieved by enforcing weight constraints across all nodes and restricting the output of each node to have the same dimensionality as its children.

The input data is placed in the leaf nodes of the tree, and the structure of this tree is used to guide the recursion up to the root node. A compressed representation is calculated recursively at each non-terminal node in the tree, using the same weight matrix at each node. More precisely, the following formulas can be used:

\[ z_p = \theta_T [x_l; x_r] \]  \hspace{1cm} (5a)
\[ y_p = g(z_p) \]  \hspace{1cm} (5b)

where \( y_p \) is the computed parent state of neuron \( p \), and \( z_p \) the induced field for the same neuron. \([x_l; x_r]\) is the concatenation of the state belonging to the right and left sibling nodes. This process results in a fixed length representation for hierarchical data of arbitrary length. Training of the model is done using backpropagation through structure, introduced by Goller and Kuchler (1996).

4 Word Embeddings

Continuous distributed vector representation of words, also referred to as word embeddings, was first introduced by Bengio et al. (2003). A word embedding is a continuous vector representation that captures semantic and syntactic information about a word. These representations can be used to unveil dimensions of similarity between words, e.g. singular or plural.

4.1 Collobert & Weston

Collobert and Weston (2008) introduce an efficient method for computing word embeddings, in this work referred to as CW vectors. This is achieved firstly, by scoring a valid n-gram (\( x \)) and a corrupted n-gram (\( \bar{x} \)) (where the center word has been randomly chosen), and secondly, by training the network to distinguish between these two n-grams. This is done by minimizing the hinge loss

\[ \max(0, 1 - s(x) + s(\bar{x})) \]  \hspace{1cm} (6)

where \( s \) is the scoring function, i.e. the output of a FFNN that maps between the word embeddings of an n-gram to a real valued score. Both the parameters of the scoring function and the word embeddings are learned in parallel using backpropagation.

4.2 Continuous Skip-gram

A second method for computing word embeddings is the Continuous Skip-gram model, see Fig. 5, introduced by Mikolov et al. (2013a). This model is used in the implementation of their word embeddings tool Word2Vec. The model is trained to predict the context surrounding a given word. This is accomplished by maximizing the objective function

\[ \frac{1}{T} \sum_{t=1}^{T} \sum_{c \leq j \leq c+j \neq 0} \log p(w_{t+j} | w_t) \]  \hspace{1cm} (7)

where \( T \) is the number of words in the training set, and \( c \) is the length of the training context. The probability \( p(w_{t+j} | w_t) \) is approximated using the hierarchical softmax introduced by Bengio et al. (2002) and evaluated in a paper by Morin and Bengio (2005).

5 Phrase Embeddings

Word embeddings have proven useful in many natural language processing (NLP) tasks. For summarization, however, sentences need to be compared. In this section we present two different methods for deriving phrase embeddings, which in Section 5.3 will be used to compute sentence to sentence similarities.

5.1 Vector addition

The simplest way to represent a sentence is to consider it as the sum of all words without regarding word orders. This was considered by...
Mikolov et al. (2013b) for representing short phrases. The model is expressed by the following equation:

$$x_p = \sum_{x_w \in \{\text{sentence}\}} x_w$$ (8)

where $x_p$ is a phrase embedding, and $x_w$ is a word embedding. We use this method for computing phrase embeddings as a baseline in our experiments.

### 5.2 Unfolding Recursive Auto-encoder

The second model is more sophisticated, taking into account the order of the words and the grammar used. An unfolding recursive auto-encoder (RAE) is used to derive the phrase embedding on the basis of a binary parse tree. The unfolding RAE was introduced by Socher et al. (2011) and uses two RvNNs, one for encoding the compressed representations, and one for decoding them to recover the original sentence, see Figure 6. The network is subsequently trained by minimizing the reconstruction error.

Forward propagation in the network is done by recursively applying Eq. 5a and 5b for each triplet in the tree in two phases. First, starting at the center node (root of the tree) and recursively pulling the data from the input. Second, again starting at the center node, recursively pushing the data towards the output. Backpropagation is done in a similar manner using backpropagation through structure (Goller and Kuchler, 1996).

5.3 Measuring Similarity

Phrase embeddings provide semantically aware representations for sentences. For summarization, we need to measure the similarity between two representations and will make use of the following two vector similarity measures. The first similarity measure is the cosine similarity, transformed to the interval of $[0, 1]$

$$\text{Sim}(i, j) = \left( \frac{x_i^T x_j}{\|x_j\| \|x_i\|} + 1 \right) / 2$$ (9)

where $x$ denotes a phrase embedding. The second similarity is based on the complement of the Euclidean distance and computed as:

$$\text{Sim}(i, j) = 1 - \frac{1}{\max_{k,n} \sqrt{\|x_k - x_n\|^2}} \sqrt{\|x_j - x_i\|^2}$$ (10)

### 6 Experiments

In order to evaluate phrase embeddings for summarization we conduct several experiments and compare different phrase embeddings with tf-idf based vectors.

6.1 Experimental Settings

Seven different configuration were evaluated. The first configuration provides us with a baseline and is denoted Original for the Lin-Bilmes method described in Sec. 2.1. The remaining configurations comprise selected combinations of word embeddings, phrase embeddings, and similarity measures.
The first group of configurations are based on vector addition using both Word2Vec and CW vectors. These vectors are subsequently compared using both cosine similarity and Euclidean distance. The second group of configurations are built upon recursive auto-encoders using CW vectors and are also compared using cosine similarity as well as Euclidean distance.

The methods are named according to: 
VectorType EmbeddingMethod SimilarityMethod, e.g. _W2V_AddCos_ for Word2Vec vectors combined using vector addition and compared using cosine similarity.

To get an upper bound for each ROUGE score an exhaustive search were performed, where each possible pair of sentences were evaluated, and maximized w.r.t the ROUGE score.

6.2 Dataset and Evaluation

The Opinosis dataset (Ganesan et al., 2010) consists of short user reviews in 51 different topics. Each of these topics contains between 50 and 575 sentences and are a collection of user reviews made by different authors about a certain characteristic of a hotel, car or a product (e.g. "Location of Holiday Inn, London" and "Fonts, Amazon Kindle"). The dataset is well suited for multi-document summarization (each sentence is considered its own document), and includes between 4 and 5 gold-standard summaries (not sentences chosen from the documents) created by human authors for each topic.

Each summary is evaluated with ROUGE, that works by counting word overlaps between generated summaries and gold standard summaries. Our results include R-1, R-2, and R-SU4, which counts matches in unigrams, bigrams, and skip-bigrams respectively. The skip-bigrams allow four words in between (Lin, 2004). The measures reported are recall (R), precision (P), and F-score (F), computed for each topic individually and averaged. Recall measures what fraction of a human created gold standard summary that is captured, and precision measures what fraction of the generated summary that is in the gold standard. F-score is a standard way to combine recall and precision, computed as $F = \frac{2PR}{P+R}$.

6.3 Implementation

All results were obtained by running an implementation of Lin-Bilmes submodular optimization summarizer, as described in Sec. 2.1. Also, we have chosen to fix the length of the summaries to two sentences because the length of the gold-standard summaries are typically around two sentences. The CW vectors used were trained by Turian et al. (2010)\(^1\), and the Word2Vec vectors by Mikolov et al. (2013b)\(^2\). The unfolding RAE used is based on the implementation by Socher et al. (2011)\(^3\), and the parse trees for guiding the recursion was generated using the Stanford Parser (Klein and Manning, 2003)\(^4\).

6.4 Results

The results from the ROUGE evaluation are compiled in Table 1. We find for all measures (recall, precision, and F-score), that the phrase embeddings outperform the original Lin-Bilmes. For recall, we find that CW_AddCos achieves the highest result, while for precision and F-score the CW_AddEuc perform best. These results are consistent for all versions of ROUGE scores reported (1, 2 and SU4), providing a strong indication for phrase embeddings in the context of automatic summarization.

Unfolding RAE on CW vectors and vector addition on W2V vectors gave comparable results w.r.t. each other, generally performing better than original Linn-Bilmes but not performing as well as vector addition of CW vectors. The results denoted OPT in Table 1 describe the upper bound score, where each row represents optimal recall and F-score respectively. The best results are achieved for R-1 with a maximum recall of 57.86%. This is a consequence of hand created gold standard summaries used in the evaluation, that is, we cannot achieve full recall or F-score when the sentences in the gold standard summaries are not taken from the underlying documents and thus, they can never be fully matched using extractive summarization. R-2 and SU4 have lower maximum recall and F-score, with 22.9% and 29.5% respectively.

6.5 Discussion

The results of this paper show great potential for employing word and phrase embeddings in summarization. We believe that by using embeddings we move towards more semantically aware summarization systems. In the future, we anticipate

---

\(^1\)http://metaoptimize.com/projects/wordreprs/

\(^2\)https://code.google.com/p/word2vec/

\(^3\)http://nlp.stanford.edu/software/lex-parser.shtml

\(^4\)http://nlp.stanford.edu/software/lex-parser.shtml
Table 1: ROUGE scores for summaries using different similarity measures. OPT constitutes the optimal ROUGE scores on this dataset.

### ROUGE-1

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPT_R</td>
<td>57.86</td>
<td>21.96</td>
<td>30.28</td>
</tr>
<tr>
<td>OPT_F</td>
<td>45.93</td>
<td>48.84</td>
<td>46.57</td>
</tr>
<tr>
<td>CW_RAE_Cos</td>
<td>27.37</td>
<td>19.89</td>
<td>22.00</td>
</tr>
<tr>
<td>CW_RAE_Euc</td>
<td>29.25</td>
<td>19.77</td>
<td>22.62</td>
</tr>
<tr>
<td>CW_Add_Cos</td>
<td>34.72</td>
<td>11.75</td>
<td>17.16</td>
</tr>
<tr>
<td>CW_Add_Euc</td>
<td>29.12</td>
<td>22.75</td>
<td>24.88</td>
</tr>
<tr>
<td>W2V_Add_Cos</td>
<td>30.86</td>
<td>16.81</td>
<td>20.93</td>
</tr>
<tr>
<td>W2V_Add_Euc</td>
<td>28.71</td>
<td>16.67</td>
<td>20.75</td>
</tr>
<tr>
<td>Original</td>
<td>25.82</td>
<td>19.58</td>
<td>20.57</td>
</tr>
</tbody>
</table>

### ROUGE-2

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPT_R</td>
<td>22.96</td>
<td>12.31</td>
<td>15.33</td>
</tr>
<tr>
<td>OPT_F</td>
<td>20.42</td>
<td>19.94</td>
<td>19.49</td>
</tr>
<tr>
<td>CW_RAE_Cos</td>
<td>4.68</td>
<td>3.18</td>
<td>3.58</td>
</tr>
<tr>
<td>CW_RAE_Euc</td>
<td>4.82</td>
<td>3.24</td>
<td>3.67</td>
</tr>
<tr>
<td>CW_Add_Cos</td>
<td>5.89</td>
<td>1.81</td>
<td>2.71</td>
</tr>
<tr>
<td>CW_Add_Euc</td>
<td>5.12</td>
<td>3.60</td>
<td>4.10</td>
</tr>
<tr>
<td>W2V_Add_Cos</td>
<td>5.71</td>
<td>3.08</td>
<td>3.82</td>
</tr>
<tr>
<td>W2V_Add_Euc</td>
<td>3.86</td>
<td>1.95</td>
<td>2.54</td>
</tr>
<tr>
<td>Original</td>
<td>3.92</td>
<td>2.50</td>
<td>2.87</td>
</tr>
</tbody>
</table>

### ROUGE-SU4

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPT_R</td>
<td>29.50</td>
<td>13.53</td>
<td>17.70</td>
</tr>
<tr>
<td>OPT_F</td>
<td>23.17</td>
<td>26.50</td>
<td>23.70</td>
</tr>
<tr>
<td>CW_RAE_Cos</td>
<td>9.61</td>
<td>6.23</td>
<td>6.95</td>
</tr>
<tr>
<td>CW_RAE_Euc</td>
<td>9.95</td>
<td>6.17</td>
<td>7.04</td>
</tr>
<tr>
<td>CW_Add_Cos</td>
<td>12.38</td>
<td>3.27</td>
<td>5.03</td>
</tr>
<tr>
<td>CW_Add_Euc</td>
<td>10.54</td>
<td>7.59</td>
<td>8.35</td>
</tr>
<tr>
<td>W2V_Add_Cos</td>
<td>11.94</td>
<td>5.52</td>
<td>7.12</td>
</tr>
<tr>
<td>W2V_Add_Euc</td>
<td>9.78</td>
<td>4.69</td>
<td>6.15</td>
</tr>
<tr>
<td>Original</td>
<td>9.15</td>
<td>6.74</td>
<td>6.73</td>
</tr>
</tbody>
</table>

improvements for the field of automatic summarization as the quality of the word vectors improve and we find enhanced ways of composing and comparing the vectors.

It is interesting to compare the results of different composition techniques on the CW vectors, where vector addition surprisingly outperforms the considerably more sophisticated unfolding RAE. However, since the unfolding RAE uses syntactic information, this may be a result of using a dataset consisting of low quality text.

In the interest of comparing word embeddings, results using vector addition and cosine similarity were computed based on both CW and Word2Vec vectors. Supported by the achieved results CW vectors seems better suited for sentence similarities in this setting.

An issue we encountered with using precomputed word embeddings was their limited vocabulary, in particular missing uncommon (or common incorrect) spellings. This problem is particularly pronounced on the evaluated Opinosis dataset, since the text is of low quality. Future work is to train word embeddings on a dataset used for summarization to better capture the specific semantics and vocabulary.

The optimal R-1 scores are higher than R-2 and SU4 (see Table 1) most likely because the score ignores word order and considers each sentence as a set of words. We come closest to the optimal score for R-1, where we achieve 60% of maximal recall and 49% of F-score. Future work is to investigate why we achieve a much lower recall and F-score for the other ROUGE scores.

Our results suggest that the phrase embeddings capture the kind of information that is needed for the summarization task. The embeddings are the underpinnings of the decisions on which sentences that are representative of the whole input text, and which sentences that would be redundant when combined in a summary. However, the fact that we at most achieve 60% of maximal recall suggests that the phrase embeddings are not complete w.r.t summarization and might benefit from being combined with other similarity measures that can capture complementary information, for example using multiple kernel learning.

### 7 Related Work

To the best of our knowledge, continuous vector space models have not previously been used in summarization tasks. Therefore, we split this section in two, handling summarization and continuous vector space models separately.

#### 7.1 Continuous Vector Space Models

Continuous distributed vector representation of words was first introduced by Bengio et al. (2003).
They employ a FFNN, using a window of words as input, and train the model to predict the next word. This is computed using a big softmax layer that calculates the probabilities for each word in the vocabulary. This type of exhaustive estimation is necessary in some NLP applications, but makes the model heavy to train.

If the sole purpose of the model is to derive word embeddings this can be exploited by using a much lighter output layer. This was suggested by Collobert and Weston (2008), which swapped the heavy softmax against a hinge loss function. The model works by scoring a set of consecutive words, distorting one of the words, scoring the distorted set, and finally training the network to give the correct set a higher score.

Taking the lighter concept even further, Mikolov et al. (2013a) introduced a model called Continuous Skip-gram. This model is trained to predict the context surrounding a given word using a shallow neural network. The model is less aware of the order of words, than the previously mentioned models, but can be trained efficiently on considerably larger datasets.

An early attempt at merging word representations into representations for phrases and sentences is introduced by Socher et al. (2010). The authors present a recursive neural network architecture (RvNN) that is able to jointly learn parsing and phrase/sentence representation. Though not able to achieve state-of-the-art results, the method provides an interesting path forward. The model uses one neural network to derive all merged representations, applied recursively in a binary parse tree. This makes the model fast and easy to train but requires labeled data for training.

### 7.2 Summarization Techniques

Radev et al. (2004) pioneered the use of cluster centroids in their work with the idea to group, in the same cluster, those sentences which are highly similar to each other, thus generating a number of clusters. To measure the similarity between a pair of sentences, the authors use the cosine similarity measure where sentences are represented as weighted vectors of tf-idf terms. Once sentences are clustered, sentence selection is performed by selecting a subset of sentences from each cluster.

In TextRank (2004), a document is represented as a graph where each sentence is denoted by a vertex and pairwise similarities between sentences are represented by edges with a weight corresponding to the similarity between the sentences. The Google PageRank ranking algorithm is used to estimate the importance of different sentences and the most important sentences are chosen for inclusion in the summary.

Bonzanini, Martinez, Roelleke (2013) presented an algorithm that starts with the set of all sentences in the summary and then iteratively chooses sentences that are unimportant and removes them. The sentence removal algorithm obtained good results on the Opinosis dataset, in particular w.r.t F-scores.

We have chosen to compare our work with that of Lin and Bilmes (2011), described in Sec. 2.1. Future work is to make an exhaustive comparison using a larger set of similarity measures and summarization frameworks.

### 8 Conclusions

We investigated the effects of using phrase embeddings for summarization, and showed that these can significantly improve the performance of the state-of-the-art summarization method introduced by Lin and Bilmes in (2011). Two implementations of word vectors and two different approaches for composition were evaluated. All investigated combinations improved the original Lin-Bilmes approach (using tf-idf representations of sentences) for at least two ROUGE scores, and top results where found using vector addition on CW vectors.

In order to further investigate the applicability of continuous vector representations for summarization, in future work we plan to try other summarization methods. In particular we will use a method based on multiple kernel learning were phrase embeddings can be combined with other similarity measures. Furthermore, we aim to use a novel method for sentence representation similar to the RAE using multiplicative connections controlled by the local context in the sentence.
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Abstract

News reports, social media streams, blogs, digitized archives and books are part of a plethora of reading sources that people face every day. This raises the question of how to best generate automatic summaries. Many existing methods for extracting summaries rely on comparing the similarity of two sentences in some way. We present new ways of measuring this similarity, based on sentiment analysis and continuous vector space representations, and show that combining these together with similarity measures from existing methods, helps to create better summaries. The finding is demonstrated with MULTSUM, a novel summarization method that uses ideas from kernel methods to combine sentence similarity measures. Submodular optimization is then used to produce summaries that take several different similarity measures into account. Our method improves over the state-of-the-art on standard benchmark datasets; it is also fast and scale to large document collections, and the results are statistically significant.

1 Introduction

Extractive summarization, the process of selecting a subset of sentences from a set of documents, is an important component of modern information retrieval systems (Baeza-Yates et al., 1999). A good summarization system needs to balance two complementary aspects: finding a summary that captures all the important topics of the documents (coverage), yet does not contain too many similar sentences (non-redundancy). It follows that it is essential to have a good way of measuring the similarity of sentences, in no way a trivial task. Consequently, several measures for sentence similarity have been explored for extractive summarization.

In this work, two sets of novel similarity measures capturing deeper semantic features are presented, and evaluated in combination with existing methods of measuring sentence similarity. The new methods are based on sentiment analysis, and continuous vector space representations of phrases, respectively.

We show that summary quality is improved by combining multiple similarities at the same time using kernel techniques. This is demonstrated using MULTSUM, an ensemble-approach to generic extractive multi-document summarization based on the existing, state-of-the-art method of Lin and Bilmes (2011). Our method obtains state-of-the-art results that are statistically significant on the de-facto standard benchmark dataset DUC 04. The experimental evaluation also confirm that the method generalizes well to other datasets.

2 MULTSUM

MULTSUM, our approach for extractive summarization, finds representative summaries taking multiple sentence similarity measures into account. As Lin and Bilmes (2011), we formulate the problem as the optimization of monotone non-decreasing submodular set functions. This results in a fast, greedy optimization step that provides a $(1 - \frac{1}{e})$ factor approximation. In the original version, the optimization objective is a function scoring a candidate summary by coverage and diversity, expressed using cosine similarity between sentences represented as bag-of-terms vectors. We extend this method by using several sentence similarity measures $M_l$ (as described in Section 3) at the same time, combined by multiplying them together element-wise:

$$M_{s_i, s_j} = \prod M_{s_i, s_j}^l.$$
In the literature of kernel methods, this is the standard way of combining kernels as a conjunction (Duvenaud, 2014; Schölkopf et al., 2004, Ch 1).

3 Sentence Similarity Measures

Many existing systems rely on measuring the similarity of sentences to balance the coverage with the amount of redundancy of the summary. This is also true for MULTSUM which is based on the existing submodular optimization method. Similarity measures that capture general aspects let the summarization system pick sentences that are representative and diverse in general. Similarity measures capturing more specific aspects allow the summarization system to take these aspects into account.

We list some existing measures in Table 3 (that mainly relies on counting word overlaps) and in Sections 3.1 and 3.2, we present sentence similarity measures that capture more specific aspects of the text. MULTSUM is designed to work with all measures mentioned below; this will be evaluated in Section 4. Interested readers are referred to a survey of existing similarity measures from the literature in (Bengtsson and Skeppstedt, 2012). All these similarity measures require sentence splitting, tokenization, part-of-speech tagging and stemming of words. The Filtered Word, and TextRank comparers are set similarity measures where each sentence is represented by the set of all their terms. The KeyWord comparer and LinTFIDF represent each sentence as a word vector and uses the vectors for measuring similarity.

DepGraph first computes the dependency parse trees of the two sentences using Maltparser (Nivre, 2003). The length of their longest common path is then used to derive the similarity score.

The similarity measure used in TextRank (Mihalcea and Tarau, 2004) will be referred to as TR-Comparer. The measure used in submodular optimization (Lin and Bilmes, 2011) will be referred to as LinTFIDF. All measures used in this work are normalized, $M_{s_i,s_j} \in [0,1]$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtered</td>
<td>$M_{s_i,s_j} = \frac{</td>
</tr>
<tr>
<td>TRCmp.</td>
<td>$M_{s_i,s_j} = \frac{</td>
</tr>
<tr>
<td>LinTFIDF</td>
<td>$M_{s_i,s_j} = \frac{\sum_{w \in s_i} tf_{w,s_i} \cdot idf_w}{\sqrt{\sum_{w \in s_i} tf_{w,s_i}^2 \cdot \sum_{w \in s_j} tf_{w,s_j}^2 \cdot idf_w^2}}$</td>
</tr>
<tr>
<td>KeyWord</td>
<td>$M_{s_i,s_j} = \frac{\left</td>
</tr>
<tr>
<td>DepGraph</td>
<td>See text description.</td>
</tr>
</tbody>
</table>

Table 1: Similarity measures from previous works.

has shown that negative emotion words appear at a relative higher rate in summaries written by humans (Hong and Nenkova, 2014). We propose a different way of making summaries sentiment aware by comparing the level of sentiment in sentences. This allows for summaries that are both representative and diverse in sentiment.

Two lists, of positive and of negative sentiment words respectively, were manually created and used. Firstly, each sentence $s_i$ is given two sentiment scores, $\text{positive}(s_i)$ and $\text{negative}(s_i)$, defined as the fraction of words in $s_i$ that is found in the positive and the negative list, respectively. The similarity score for positive sentiment are computed as follows:

$$M_{s_i,s_j} = 1 - \left| \text{positive}(s_i) - \text{positive}(s_j) \right|$$

The similarity score for negative sentiment are computed as follows:

$$M_{s_i,s_j} = 1 - \left| \text{negative}(s_i) - \text{negative}(s_j) \right|$$

3.2 Continuous Vector Space Representations

Continuous vector space representations of words has a long history. Recently, the use of deep learning methods has given rise to a new class of continuous vector space models. Bengio et al. (2006) presented vector space representations for words that capture semantic and syntactic properties. These vectors can be employed not only to find similar words, but also to relate words using multiple dimensions of similarity. This means that words sharing some sense can be related using

---

1To download the sentiment word lists used, please see http://www.mogren.one/
translations in vector space, e.g. \( v_{\text{king}} - v_{\text{man}} + v_{\text{woman}} \approx v_{\text{queen}} \).

Early work on extractive summarization using vector space models was presented in (Kågebäck et al., 2014). In this work we use a similar approach, with two different methods of deriving word embeddings. The first model (\( CW \)) was introduced by Collobert and Weston (2008). The second (\( W2V \)) is the skip-gram model by Mikolov et al. (2013).

The Collobert and Weston vectors were trained on the RCV1 corpus, containing one year of Reuters news wire; the skip-gram vectors were trained on 300 billion words from Google News.

The word embeddings are subsequently used as building blocks for sentence level phrase embeddings by summing the word vectors of each sentence. Finally, the sentence similarity is defined as the cosine similarity between the sentence vectors.

With MULTSUM, these similarity measures can be combined with the traditional sentence similarity measures.

4 Experiments

Our version of the submodular optimization code follows the description by Lin and Bilmes (2011), with the exception that we use multiplicative combinations of the sentence similarity scores described in Section 3. The source code of our system can be downloaded from http://www.mogren.one/. Where nothing else is stated, MULTSUM was evaluated with a multiplicative combination of TRComparer and FilteredWordComparer.

4.1 Datasets

In the evaluation, three different datasets were used. DUC 02 and DUC 04 are from the Document Understanding Conferences, both with the settings of task 2 (short multi-document summarization), and each consisting of around 50 document sets. Each document set is comprised of around ten news articles (between 111 and 660 sentences) and accompanied with four gold-standard summaries created by manual summarizers. The summaries are at most 665 characters long. DUC 04 is the de-facto standard benchmark dataset for generic multi-document summarization.

Experiments were also carried out on Opinosis (Ganesan et al., 2010), a collection of short user reviews in 51 different topics. Each topic consists of between 50 and 575 one-sentence user reviews by different authors about a certain characteristic of a hotel, a car, or a product. The dataset includes 4 to 5 gold-standard summaries created by human authors for each topic. The the gold-standard summaries are around 2 sentences.

4.2 Baseline Methods

Our baseline methods are Submodular optimization (Lin and Bilmes, 2011), DPP (Kulesza and Taskar, 2012), and ICSI (Gillick et al., 2008). The baseline scores are calculated on precomputed summary outputs (Hong et al., 2014).

4.3 Evaluation Method

Following standard procedure, we use ROUGE (version 1.5.5) for evaluation (Lin, 2004). ROUGE counts n-gram overlaps between generated summaries and the gold standard. We have concentrated on recall as this is the measure with highest correlation to human judgement (Lin and Hovy, 2003), on ROUGE-1, ROUGE-2, and ROUGE-SU4, representing matches in unigrams, bigrams, and skip-bigrams, respectively.

The Opinosis experiments were aligned with those of Bonzanini et al. (2013) and Ganesan et al. (2010). Summary length was 2 sentences. In the DUC experiments, summary length is 100 words.

5 Results

Our experimental results show significant improvements by aggregating several sentence similarity measures, and our results for ROUGE-2 and ROUGE-SU4 recall beats state-of-the-art.

5.1 Integrating Different Similarity Measures

Table 2 shows ROUGE recall on DUC 04. MULTSUM\(^4\) obtains ROUGE scores beating state-of-the-art systems, in particular on ROUGE-2 and ROUGE-SU4, suggesting that MULTSUM produce summaries with excellent fluency. We also note, that using combined similarities, we beat original submodular optimization.

Figure 5.1 shows, for each \( n \in [1..9] \), the highest ROUGE-1 recall score obtained by MULTSUM, determined by exhaustive search

\(^2\)ROUGE options on Opinosis: -a -m -s -x -n 2 -2 4 -u.
\(^3\)ROUGE options on DUC: -a -n 2 -m -l 100 -x -c 95 -r 1000 -f A -p 0.5 -t 0 -2 4 -u.
\(^4\)Here, MULTSUM is using TRComparer and FilteredWordComparer in multiplicative conjunction.
Table 2: ROUGE recall scores on DUC 04. Our system MULTSUM obtains the best result yet for ROUGE-2 and ROUGE-SU4. DPP has a higher ROUGE-1 score, but the difference is not statistically significant (Hong et al., 2014).

<table>
<thead>
<tr>
<th>System</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-SU4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MULTSUM</td>
<td>39.35</td>
<td>9.94</td>
<td>14.01</td>
</tr>
<tr>
<td>ICSISumm</td>
<td>38.41</td>
<td>9.77</td>
<td>13.62</td>
</tr>
<tr>
<td>DPP</td>
<td>39.83</td>
<td>9.62</td>
<td>13.86</td>
</tr>
<tr>
<td>SUBMOD</td>
<td>39.18</td>
<td>9.35</td>
<td>13.75</td>
</tr>
</tbody>
</table>

Table 3: p-values from the Mann-Whitney U-test for combinations of similarity measures of size $n \in [1..4]$, compared to using just one similarity measure. Using 2, 3, or 4 similarity measures at the same time with MULTSUM, gives a statistically significant improvement of the ROUGE-1 scores. Dataset: DUC 04.

Among all possible combinations of size $n$. The performance increases from using only one sentence similarity measure, reaching a high, stable level when $n \in [2..4]$. The behaviour is consistent over three datasets: DUC 02, DUC 04 and OPINOSIS. Based on ROUGE-1 recall, on DUC 02, a combination of four similarity measures provided the best results, while on DUC 04 and Opinosis, a combination of two similarity scores provided a slightly better score.

Table 3 shows $p$-values obtained using the Mann-Whitney U-test (Mann et al., 1947) on the ROUGE-1 scores when using a combination of $n$ similarities with MULTSUM, compared to using only one measure. The Mann-Whitney U-test compares two ranked lists $A$ and $B$, and decides whether they are from the same population. Here, $A$ is the list of scores from using only one measure, and $B$ is the top-10 ranked combinations of $n$ combined similarity measures, $n \in [1..4])$. One can see that for each $n \in [1..4]$, using $n$ sentence similarity measures at the same time, is significantly better than using only one.

On DUC 02, the best combination of similarity measures is using CW, LinTFIDF, NegativeSentiment, and TRComparer. Each point in Figure 5.1 represents a combination of some of these four similarity measures. Let $n$ be the number of measures in such a combination. When $n = 1$, the “combinations” are just single similarity measures. When $n = 2$, there are 6 different ways to choose, and when $n = 3$, there are four. A line goes from each measure point through all combinations the measure is part of. One can clearly see the benefits of each of the combination steps, as $n$ increases.

5.2 Evaluation with Single Similarity Measures

In order to understand the effect of different similarity measures, MULTSUM was first evaluated using only one similarity measure at a time. Table 4 shows the ROUGE recall scores of these experiments, using the similarity measures presented in Section 3, on DUC 04.

We note that MULTSUM provides summaries of high quality already with one similarity measure (e.g. with TRComparer), with a ROUGE-1 recall of 37.95. Using only sentiment analysis as the single similarity measure does not capture enough information to produce state-of-the-art summaries.
6 Discussion

Empirical evaluation of the method proposed in this paper shows that using several sentence similarity measures at the same time produces significantly better summaries.

When using one single similarity at a time, using sentiment similarity and vector space models does not give the best summaries. However, we found that when combining several similarity measures, our proposed sentiment and continuous vector space measures often rank among the top ones, together with the TRComparer.

MULTSUM, our novel summarization method, based on submodular optimization, multiplies several sentence similarity measures, to be able to make summaries that are good with regards to several aspects at the same time. Our experimental results show significant improvements when using multiplicative combinations of several sentence similarity measures. In particular, the results of MULTSUM surpasses that of the original submodular optimization method.

In our experiments we found that using between two and four similarity measures lead to significant improvements compared to using a single measure. This verifies the validity of commonly used measures like TextRank and LinTFIDF as well as new directions like phrase embeddings and sentiment analysis.

There are several ideas worth pursuing that could further improve our methods. We will explore methods of incorporating more semantic information in our sentence similarity measures. This could come from systems for Information Extraction (Ji et al., 2013), or incorporating external sources such as WordNet, Freebase and DBpedia (Nenkova and McKeown, 2012).

7 Related Work

Ever since (Luhn, 1958), the field of automatic document summarization has attracted a lot of attention, and has been the focus of a steady flow of research. Luhn was concerned with the importance of words and their representativeness for the input text, an idea that’s still central to many current approaches. The development of new techniques for document summarization has since taken many different paths. Some approaches concentrate on what words should appear in summaries, some focus on sentences in part or in whole, and some consider more abstract concepts.

In the 1990’s we witnessed the dawn of the data explosion known as the world wide web, and research on multi document summarization took off. Some ten years later, the Document Understanding Conferences (DUC) started providing researchers with datasets and spurred interest with a venue for competition.

Luhn’s idea of a frequency threshold measure for selecting topic words in a document has lived on. It was later superseded by $tf \times idf$, which measures the specificity of a word to a document,

<table>
<thead>
<tr>
<th>TRComparer</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-SU4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtered</td>
<td>37.95</td>
<td>8.94</td>
<td>13.19</td>
</tr>
<tr>
<td>LinTFIDF</td>
<td>35.71</td>
<td>8.26</td>
<td>12.73</td>
</tr>
<tr>
<td>KeyWord</td>
<td>35.40</td>
<td>7.13</td>
<td>11.80</td>
</tr>
<tr>
<td>DepGraph</td>
<td>32.81</td>
<td>5.43</td>
<td>10.12</td>
</tr>
<tr>
<td>NegativeSent.</td>
<td>32.65</td>
<td>6.35</td>
<td>10.29</td>
</tr>
<tr>
<td>PositiveSent.</td>
<td>31.19</td>
<td>4.87</td>
<td>9.27</td>
</tr>
<tr>
<td>W2V</td>
<td>32.12</td>
<td>4.94</td>
<td>9.92</td>
</tr>
<tr>
<td>CW</td>
<td>31.59</td>
<td>4.74</td>
<td>9.51</td>
</tr>
</tbody>
</table>

Table 4: ROUGE recall of MULTSUM using different similarity measures, one at a time. Dataset: DUC 04. The traditional word-overlap measures are the best scoring when used on their own; the proposed measures with more semantical comparisons provide the best improvements when used in conjunctions.
The two bombers who carried out Friday’s attack, which led the Israeli Cabinet to suspend deliberations on the land-for-security accord signed with the Palestinians last month, were identified as members of Islamic Holy War from West Bank villages under Israeli security control. The radical group Islamic Jihad claimed responsibility Saturday for the market bombing and vowed more attacks to try to block the new peace accord. Israel radio said the 18-member Cabinet debate on the Wye River accord would resume only after Yasser Arafat’s Palestinian Authority fulfilled all of its commitments under the agreement, including arresting Islamic militants.

Table 5: Example output from MULTSUM. Input document: d30010t from DUC 04. Similarity Measures: W2V, TRComparer, and FilteredWordComparer.

something that has been used extensively in document summarization efforts. RegSum (Hong and Nenkova, 2014) trained a classifier on what kinds of words that human experts include in summaries. (Lin and Bilmes, 2011) represented sentences as a $tf \times idf$ weighted bag-of-words vector, defined a sentence graph with weights according to cosine similarity, and used submodular optimization to decide on sentences for a summary that is both representative and diverse.

Several other methods use similar sentence-based formulations but with different sentence similarities and summarization objectives (Radev et al., 2004; Mihalcea and Tarau, 2004).

(Bonzanini et al., 2013) introduced an iterative sentence removal procedure that proved good in summarizing short online user reviews. CLASSY04 (Conroy et al., 2004) was the best system in the official DUC 04 evaluation. After some linguistic preprocessing, it uses a Hidden Markov Model for sentence selection where the decision on inclusion of a sentence depends on its number of signature tokens. The following systems have also showed state-of-the-art results on the same data set. ICSI (Gillick et al., 2008) posed the summarization problem as a global integer linear program (ILP) maximizing the summary’s coverage of key n-grams. OCCAMS_V (Davis et al., 2012) uses latent semantic analysis to determine the importance of words before the sentence selection. (Kulesza and Taskar, 2012) presents the use of Determinantal point processes (DPPs) for summarization, a probabilistic formulation that allows for a balance between diversity and coverage. An extensive description and comparison of these state-of-the-art systems can be found in (Hong et al., 2014), along with a repository of summary outputs on DUC 04.

Besides the aforementioned work, interested readers are referred to an extensive survey (Nenkova and McKeown, 2012). In particular, they discuss different approaches to sentence representation, scoring and summary selection and their effects on the performance of a summarization system.

8 Conclusions

We have demonstrated that extractive summarization benefits from using several sentence similarity measures at the same time. The proposed system, MULTSUM works by using standard kernel techniques to combine the similarities. Our experimental evaluation shows that the summaries produced by MULTSUM outperforms state-of-the-art systems on standard benchmark datasets. In particular, it beats the original submodular optimization approach on all three variants of ROUGE scores. It attains state-of-the-art results on both ROUGE-2 and ROUGE-SU4, showing that the resulting summaries have high fluency. The results are statistically significant and consistent over all three tested datasets: DUC 02, DUC 04, and Opinosis.

We have also seen that sentence similarity measures based on sentiment analysis and continuous vector space representations can improve the results of multi-document summarization. In our experiments, these sentence similarity measures used separately are not enough to create a good summary, but when combining them with traditional sentence similarity measures, we improve on previous methods.
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Abstract

We propose an approach for named entity recognition in medical data, using a character-based deep bidirectional recurrent neural network. Such models can learn features and patterns based on the character sequence, and are not limited to a fixed vocabulary. This makes them very well suited for the NER task in the medical domain. Our experimental evaluation shows promising results, with a 60% improvement in F₁ score over the baseline, and our system generalizes well between different datasets.

1 Introduction

Named Entity Recognition (NER) is the task of finding mentions of named entities in a text. In non-medical NER, entity classes are typically people, organizations, and locations. It is one of the fundamental Natural Language Processing (NLP) tasks and has been studied extensively.

In this paper, we approach the problem of finding medical entities such as (1) disorders and findings, (2) pharmaceutical drugs, and (3) body structure. Our proposed method uses deep bidirectional character-based recurrent neural networks (RNNs), trained in an end-to-end fashion to perform both boundary detection and classification at the same time.

There are a number of properties that make this problem especially challenging in biomedical text (Zhou et al., 2004). Firstly, names composed of multiple words are frequently used to describe an entity, highlighting the requirement of good boundary detection on an NER system. Secondly, one noun can be part of a mention of several entities at the same time E.g: “91 and 84 kDa proteins” consists of two entity names: “91 kDa proteins” and “84 kDa proteins”. Thirdly, it is common to write the same biomedical entity in different ways, e.g: “N-acetylcyesteine”, “N-acetyl-cysteine”, “NAcetylCysteine”. Lastly, ambiguous mentions are common, including abbreviations that refer to different things in different contexts. (The examples above are from Zhou et al. (2004)).

Our proposed method has a number of benefits over previous work: Firstly, the model can simultaneously recognize and classify entity mentions. Secondly, using an end-to-end neural network approach eliminates the need for feature engineering. All features needed are learned by the model during training. Thirdly, because our model works on the raw character sequence, it does not suffer from out-of-vocabulary terms, it can learn that different character patterns represent the same thing, and it can learn the typical character-based features often used in traditional machine learning based solutions to NER.

We evaluate the model on Swedish health records in the Stockholm EPR corpus and obtain promising results. We also note that the method generalizes well between different datasets.

1. Equal contribution.

This work is licensed under a Creative Commons Attribution 4.0 International Licence.
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2 Background

A recurrent neural network (RNN) is a feedforward artificial neural network that can model a sequence of arbitrary length, using weight sharing between each position in the sequence. In a language setting, it is common to model sequences of words, in which case each input $x_t$ is the vector representation of a word. In the basic RNN variant, the transition function is a linear transformation of the hidden state and the input, followed by a pointwise nonlinearity:

$$h_t = \tanh(Wx_t + Uh_{t-1} + b),$$

where $W$ and $U$ are trainable weight matrices, $b$ is a bias term, and tanh is the nonlinearity.

Basic RNNs struggle with learning long dependencies and suffer from the vanishing gradient problem. This makes RNN models difficult to train (Hochreiter, 1998; Bengio et al., 1994), and provoked the development of the Long Short Term Memory (LSTM) (Schmidhuber and Hochreiter, 1997), that to some extent solves these shortcomings. An LSTM is an RNN where the cell at each step $t$ contains an internal memory vector $c_t$, and three gates controlling what parts of the internal memory will be kept (the forget gate $f_t$), what parts of the input that will be stored in the internal memory (the input gate $i_t$), as well as what will be included in the output (the output gate $o_t$). In essence, this means that the following expressions are evaluated at each step in the sequence, to compute the new internal memory $c_t$ and the cell output $h_t$. Here “⊙” represents element-wise multiplication.

$$i_t = \sigma(W^{(i)}x_t + U^{(i)}h_{t-1} + b^{(i)}),$$
$$f_t = \sigma(W^{(f)}x_t + U^{(f)}h_{t-1} + b^{(f)}),$$
$$o_t = \sigma(W^{(o)}x_t + U^{(o)}h_{t-1} + b^{(o)}),$$
$$u_t = \tanh(W^{(u)}x_t + U^{(u)}h_{t-1} + b^{(u)}),$$
$$c_t = i_t \odot u_t + f_t \odot c_{t-1},$$
$$h_t = o_t \odot \tanh(c_t).$$

(1)

Most RNN based models work on word level. Words are coded as a one-hot vector, and each word is associated with an internally learned embedding vector. In this work, we propose a character-level model that is able to learn features based on arbitrary parts of the character sequence.

LSTM networks have been used successfully for language modelling, sentiment analysis (Tang et al., 2015), textual entailment (Rocktäschel et al., 2016), and machine translation (Sutskever et al., 2014). In the following sections, we will see that the learned features are also suitable for recognizing and classifying mentions of medical entities in health record data.

3 Named Entity Recognition with Character-Based Deep Bidirectional LSTMs

In this paper, we propose a character based RNN model with deep bidirectional LSTM cells (BiLSTM) to do Named Entity Recognition in the medical domain (see Figure 2). The model is trained and evaluated on medical texts in Swedish. It has a softmax output layer with four outputs corresponding to each position in the input sequence, representing the three different entity labels, and a special label for all non-entity characters.

The model is trained end-to-end using backpropagation and the Adam optimizer (Diederik Kingma, 2015) to perform entity classification on a character-by-character basis. A neural network learns to internally represent data with representations that are useful for the task. This is an effect of using backpropagation, and allows us to eliminate all manual feature engineering, enabling quick deployment of our system.
Figure 2: A deep bidirectional LSTM network. At each input $x_t$, the model is trained to output a prediction $y_t$ of the correct entity class. In this paper, each block is a deep LSTM cell (see Figure 3), and the network is trained using backpropagation through time (BPTT).

3.1 Character classification

Our model works on the raw character sequence of the input document. This is an approach that has proven to work well in some other NLP applications, (see e.g. Luong and Manning (2016), ?)).

Compared to a word-based sequence model, this means that we can use a much smaller vocabulary for the input tokens. Traditional (non-neural) entity recognition systems typically rely heavily on hand-engineered character-based features, such as capitalization, numerical characters, word prefixes and suffixes (Ratinov and Roth, 2009). Having the capacity of learning this kind of features automatically is what motivated us to use this kind of model. A character-based model does not rely on words being in its vocabulary: any word can be represented, as long as it is written with the given alphabet.

The character sequence model computes one classification output per input character. The label is one of: (1) disorders and findings, (2) pharmaceutical drugs, (3) body structure, (4) non-entity term. Using these labels (including the special “non-entity” label), we can simultaneously recognize and classify entity mentions by computing one label per character in the input text. This means that we can interpret each connected subsequence with the same classification as an entity mention.

However, there are some special cases: Firstly, to handle the situation when sporadic characters are classified inconsistently, we treat the character classifications as a voting mechanism for each word, and the majority class is chosen. Secondly, if a space between two tokens is classified consistently with the two tokens, both tokens are interpreted as belonging to the same entity mention. If the space is classified as a non-entity character, the two tokens are treated as two different entity mentions.

4 Experimental setup

This section explains the set-up of the empirical study of our model.

4.1 Model layout

We used a deep bidirectional recurrent neural network with LSTM cells. The depth of the LSTM cells was set to 3, and we used 128 hidden units in the LSTM cells. The model was implemented using Tensorflow. Learning rate: 0.002, decay rate: 0.975. Using drop-out on activations from the input embedding layers as well as on the LSTM output activations were evaluated, but was left out in the final version. See Section 4.4 for details on hyperparameters. The source code of our model is available on Github1.

1https://github.com/withtwist/medical-ner/
4.2 Seed-term collection

Seed-terms are used both to build the datasets (see Section 4.3), and to build up the representations for the classification centroids in the BOW baseline method. Seed-terms were extracted from two taxonomies, SweMeSH\textsuperscript{2}, a taxonomy of Swedish medical terms and Snomed CT\textsuperscript{3}, consisting of Swedish medical concept terms. Using the hierarchical structure of the two taxonomies, all terms that was descendants of each of our predefined categories was extracted and considered seed-terms. The following pre-defined categories was used for the extraction: disorder \& finding (sjukdom \& symtom), pharmaceutical drug (läkemedel) and body structure (kroppsdel). The choice of these main entity classes was aligned with Skeppstedt et al. (2014).

4.3 Datasets

We use an approach similar to Mintz et al. (2009) to obtain the data needed for training and evaluation. The datasets that we prepared for training, validating and testing our model are available for download at \url{https://github.com/olofmogren/biomedical-ner-data-swedish/}.

The Läkartidningen corpus was originally presented by Kokkinakis and Gerdin (2010), and contains articles from the Swedish journal for medical professionals. This was annotated for NER as a part of this work. All occurrences of seed-terms were extracted (see Section 4.2), along with a context window of 60 characters (approximately ten words). The window is positioned so that the entity mention is located randomly within the sequence. In addition, negative training examples were extracted in order to prevent the model from learning that classified entities always occur in every sequence. All the characters in these negative training examples had the same “non-entity” label. Neural models typically benefit from large amounts of training data. To increase the amount of training data, each occurrence of seed-terms were extracted three more times, where the window was shifted by a random number of steps. The resulting data is a total of 775,000 of sequences with 60 characters each. 10% of the data is negative data, where every character has the “non-entity” label. Another dataset was built from medical articles on the Swedish Wikipedia. Firstly, an initial list of medical domain articles were chosen manually and fetched. Secondly, articles were fetched that were linked from the initial articles. Finally, the seed-terms list (see Section 4.2) was used to create the labels and extract training examples of 60 character sequences, in the same way as was done with Läkartidningen.

1177 Vårdguiden is a web site provided by the Swedish public health care authorities, containing information, counselling, and other health-care services. The corpus consists of 15 annotated documents downloaded during May 2016. This dataset was manually annotated with the seed-terms list as support (see Section 4.2). The resulting dataset has 2740 annotations, out of which 1574 are disorder and finding, 546 are pharmaceutical drug, and 620 are body structure.

The Stockholm Electronic Patient Record (EPR) Clinical Entity Corpus (Dalianis et al., 2012) is a dataset with health records of over two million patients at Karolinska University Hospital in Stockholm encompassing the years 2006-2014. It consists of 7946 documents containing real-world anonymized health records with annotations in 4 categories: disorder, finding, drug and body structure. Since we have a category where “disorder” and “finding” are bundled together they were considered the same.

Läkartidningen, Swedish Wikipedia, and 1177 Vårdguiden are all datasets with rather high quality text, most of it even professionally edited. This is in stark contrast to the text in Stockholm EPR where misspellings are common, there are redundant parts in many records, and writing style is highly diverse (Dalianis et al., 2009).

\textsuperscript{2}http://mesh.kib.ki.se/swemesh/swemesh_se.cfm
\textsuperscript{3}http://www.socialstyrelsen.se/nationellehalsa/snomed-ct
4.4 Hyperparameter search

A number of settings for hyperparameters were explored during development. In the variations listed below, one hyperparameter at the time is varied and evaluated, and if we saw an improvement, the change of setting was retained. A more thorough hyperparameter investigation is left for future work. For the three first experiments, dropout was used on the activations from the embedding layer, as well as on the activations on the LSTM outputs. (See Section 4.1 for details).

**Deeper**: A model using 4 stacked LSTM cells. Learning rate: 0.05, decay rate: 0.975, drop probability: 0.5. **Low learning rate**: LSTM depth: 3, learning rate: 0.002, decay rate: 0.975. Lowering the learning rate proved useful and 0.002 became the default setting for learning rate. Drop probability: 0.5. **Smaller network**: 64 hidden units in each LSTM cell. LSTM depth: 3: learning rate: 0.002, decay rate: 0.975, drop probability: 0.5. **No dropout**: This model left all the settings as default but removed dropout entirely. 128 hidden units in each LSTM cell, LSTM depth: 3, learning rate: 0.002 and decay rate: 0.975. This setting proved to be the best, which meant that the default settings subsequently never used dropout. **Even lower learning rate**: Learning rate: 0.0002 and decay rate: 0.975. No drop-out.

See Figure 4 for the validation performance of the different settings. The resulting model used in the final experiments reported in Section 5 had 3 stacked LSTM layers with 128 hidden units in each. Learning rate: 0.002, decay rate 0.975, and no drop-out.

4.5 Baselines

Two baselines were implemented and used. The **dictionary baseline** simply consist of dictionary lookups of the encountered words in the list of seed-terms. The **BOW (Bag-Of-Words) baseline** is based on Zhang and Elhadad (2013). The original version was developed for and evaluated on medical texts in English. The approach considers each noun-phrase as an entity candidate, and represents each candidate using a weighted bag-of-words-vector for the context. The required preprocessing is tokenization, sentence splitting, part-of-speech-tagging, and noun phrase chunking. The first steps was done using GATE (Cunningham et al., 2011) and OpenNLP\(^4\), while noun phrase chunking was done using SweSPARK (Aycock, 1998). An IDF threshold is used to filter out uncommon or unspecific noun phrases. Then for each category the algorithm builds an average context vector representing the mentions in a training corpus. We used a triangular window for the context vectors, giving the central words a weight of 20, and context words the weight of \(1/k\), where \(k\) is the distance from the central word. Mentions with a cosine similarity lower than 0.005 to any of the category vectors was discarded. Candidate mentions that have a difference between the top two scoring categories that is lower than 0.7 are also discarded.

Zhang and Elhadad (2013) used one bag-of-words vector for the internal words of an entity mention, and one for the context words of the mention. The two vectors were then concatenated, resulting in a vector which is twice the size of their vocabulary. Since the bag-of-words-vectors are already sparse to begin with, we added them together instead and made it possible to use a larger vocabulary size.

4.6 Training

Development and training were performed using text from Läkartidningen (Kokkinakis and Gerdin, 2010). Validation was done using the **Medical Wikipedia** dataset. Training was done using the Adam optimizer (Diederik Kingma, 2015).

\(^4\)http://opennlp.sourceforge.net/models-1.5/
4.7 Evaluation

Evaluation of the proposed model was performed on two different datasets: Stockholm EPR corpus (Dalianis et al., 2012), with anonymized health record data in Swedish, and 1177 Vårdguiden.

We report F₁ scores for total named entity recognition, as well as only entity classification (given correct boundary detection, we report scores of the entity classification performed by the system).

In the BOW baseline the entities are determined beforehand while the Char-BiLSTM model recognizes and classifies them as it traverses the document.

5 Results

This section presents the results of the experimental evaluation of the proposed model. Table 1 shows the results of running the dictionary baseline model on Stockholm EPR corpus (Dalianis et al., 2012). The baseline model achieves a precision of over 0.70 on disorder & finding and body structure, but is substantially lower for pharmaceutical drug. It has a higher precision than recall in general due to the fact that if a match is found it is probably correct. The algorithm got a precision of 0.67, a recall of 0.12 and an F₁ score of 0.20.

<table>
<thead>
<tr>
<th>Category</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disorder &amp; finding</td>
<td>0.76</td>
<td>0.12</td>
<td>0.20</td>
</tr>
<tr>
<td>Pharmaceutical drug</td>
<td>0.25</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>Body structure</td>
<td>0.70</td>
<td>0.29</td>
<td>0.41</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>0.67</td>
<td>0.12</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 1: Dictionary baseline performance on the Stockholm EPR corpus. Although total precision is reasonably good (0.67), the precision (0.12) is not.

The evaluation of the Char-BiLSTM model was performed on 733 real-world examples of health records from Stockholm EPR corpus (Dalianis et al., 2012). Since the data is very sensitive the evaluation was not performed by ourselves but instead the holder of the data performed the evaluations.

Char-BiLSTM overall results: The results in Table 2 shows the results of the Char-BiLSTM model. Both disorder & finding and body structure have a much higher precision than recall, while pharmaceutical drug is better balanced.

<table>
<thead>
<tr>
<th>Category</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disorder &amp; findings</td>
<td>0.72</td>
<td>0.18</td>
<td>0.29</td>
</tr>
<tr>
<td>Pharmaceutical drugs</td>
<td>0.69</td>
<td>0.43</td>
<td>0.53</td>
</tr>
<tr>
<td>Body structure</td>
<td>0.46</td>
<td>0.28</td>
<td>0.35</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>0.67</td>
<td>0.24</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 2: Results for Char-BiLSTM on Stockholm EPR corpus. The model obtains a total precision that matches the dictionary baseline (0.67), and a recall that is much higher than the baseline (0.24).

Char-BiLSTM results, classification only: Given the boundaries for the entities in Stockholm EPR corpus, the performance of the Char-BiLSTM model (performing only classification of the given entities) is given in Table 3. The table shows promising results for both the category disorder & finding and pharmaceutical drug which has an F₁ score of 0.81 and 0.74 respectively. body structure shows a weaker F₁ score of 0.47. The model got an overall F₁ score of 0.75.

We compare our system with the two baselines using the 1177 Vårdguiden corpus. Since the BOW baseline detects boundaries using whole noun phrases, we re-ran the experiments, adjusting the evaluation data, so that the boundaries were complete noun-phrases.
Table 3: Entity classification results of Char-BiLSTM on Stockholm EPR corpus. Given the entity boundaries, we can see that the classification of entities work very well, obtaining a total $F_1$ score of 0.75.

Comparing the results of the models in Table 4, we see that the BOW baseline does not perform well due to the wider boundaries that it detects. This can clearly be seen in the experiments with adjusted data, where it performs around 47% better. All models have around 0.50 in precision, except for the adjusted BOW baseline which comes in at 0.32. Recall is much lower (between 0.08 and 0.17), except for the BiLSTM model which has a recall of 0.21. This is the main reason why the BiLSTM model has the highest $F_1$ score with 0.29. At the second place comes the adjusted BOW baseline at 0.22, followed by the dictionary baseline model at 0.22 and lastly the BOW baseline with 0.15. Even though the dictionary baseline model and the adjusted BOW baseline have similar performance scores, we can see that their precision and recall are vastly different. The dictionary baseline model has a high precision and a low recall, while the adjusted BOW baseline is more balanced between precision and recall.

Table 4: Comparison of the results between each model on 1177 Vårdguiden.

### 6 Related work

Supervised NER has been thoroughly explored in the past. Finkel et al. (2005) used Conditional Random Fields (CRF), a technique often used for NER. Zhou et al. (2004) used Hidden Markov Models (HMMs) along with extensive feature engineering to perform NER on medical texts. State-of-the-art in the medical domain have been achieved by Wang and Patrick (2009) with a combination of CRF, Support Vector Machines (SVM) and Maximum Entropy (ME) to recognize and classify entities.

Skeppstedt et al. (2014) currently holds the state-of-the-art in Swedish for the medical domain, based on CRF.

Recently, a number of papers have proposed using RNNs for sequence labelling tasks. Cicero Nogueira dos Santos (2015) presented a model that learns word embeddings along with character embeddings from a convolutional layer, which are used in a window-based fixed feed forward neural network. Huang et al. (2015) proposed a bidirectional LSTM model, but it used traditional feature engineering, and the classification was performed using a CRF layer in the network. In contrast, our proposed model learns all its features, and can be trained efficiently with simple backpropagation and stochastic gradient descent. Ma and Hovy (2016) presented a model that uses a convolutional network to compute representations for parts of words. Then the representations are combined with some character-level features and fed into a bidirectional LSTM network, and finally a CRF performs the labelling. Chiu and Nichols (2016) presented a similar model but with a softmax output instead of the CRF layer. Like our system, the models are trained end-to-end and obtains good results on standard NER evaluations, however our system is conceptually simpler, and learns all of its features directly from the character stream. Lam-
ple et al. (2016) presented two different architectures, one using LSTMs and CRFs, and one using a shift-reduce approach. Gillick et al. (2016) presented a character-based model with LSTM units similar to a translation model, but instead of decoding into a different language, the state from the encoder is decoded into a sequence of tags.

Learning representations for text is important for many other tasks within natural language processing. A common way of representing sequences of words is to use some form of word embeddings (Mikolov et al., 2013; Pennington et al., 2014; Collobert and Weston, 2008), and for each word in the sequence, do an element-wise addition (Mitchell and Lapata, 2010). This approach works well for many applications, such as phrase similarity, multi-document summarization (Mogren et al., 2015), and word sense induction (Kågebäck et al., 2015), even though it disregards the order of the words. In contrast, RNNs and LSTMs (Hochreiter and Schmidhuber, 1997) learn representations for text that takes the order into account. They have been successfully applied to sentiment analysis (Tang et al., 2015), question answering systems (Hagstedt P Suorra and Mogren, 2016), and machine translation (Sutskever et al., 2014).

Character-based neural sequence models have recently been presented to tackle the problem of out-of-vocabulary terms in neural machine translation (Luong and Manning, 2016; Chung et al., 2016) and for language modelling (Kim et al., 2016).

7 Discussion

The results of the empirical evaluation of the proposed system show some interesting points, suggesting that this approach should be researched further.

We have evaluated our model on the Stockholm EPR corpus of Swedish health records, but we did not compare our scores with other approaches that was evaluated on the same dataset. The reason is that we were unable to do a fair comparison since our model was trained on other data. We believe that our scores are competitive, and indicates that the model is promising. While systems that were trained on data from the same corpus show better performance in the evaluation on Stockholm EPR (Skeppstedt et al., 2014), we note that our solution can be trained on a dataset that is quite different from the test set. This can be explained in part with the documented robustness of character-based recurrent neural models to misspellings and out-of-vocabulary terms.

We are convinced that our solution would be able to obtain even better scores if able to train on the same data.

8 Conclusions

In this paper, we have proposed a character-based deep bidirectional LSTM model (Char-BiLSTM) to perform named entity recognition in Swedish health records. We beat two different baseline methods on the task, and show that this is a promising research direction. The proposed model obtains an F1 score of 0.35 which is about 60% better than the BOW baseline (Zhang and Elhadad, 2013). Our model learns all the features it needs, and therefore eliminates the need for feature engineering. We have seen that a character-based neural model adapts well to this domain, and in fact that it is able to generalize from relatively well-written training data to test-data with lesser quality text.
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Abstract

We present a model for predicting inflected word forms based on morphological analogies. Previous work includes rule-based algorithms that determine and copy affixes from one word to another, with limited support for varying inflectional patterns. In related tasks such as morphological reinflection, the algorithm is provided with an explicit enumeration of morphological features which may not be available in all cases. In contrast, our model is feature-free: instead of explicitly representing morphological features, the model is given a demo pair that implicitly specifies a morphological relation (such as write:writes specifying infinitive:present). Given this demo relation and a query word (e.g. watch), the model predicts the target word (e.g. watches). To address this task, we devise a character-based recurrent neural network architecture using three separate encoders and one decoder.

Our experimental evaluation on five different languages shows that the exact form can be predicted with high accuracy, consistently beating the baseline methods. Particularly, for English the prediction accuracy is 95.60%. The solution is not limited to copying affixes from the demo relation, but generalizes to words with varying inflectional patterns, and can abstract away from the orthographic level to the level of morphological forms.

1 Introduction

Analogical reasoning is an important part of human cognition (Gentner et al., 2001). Resolving analogies by mapping unknown data points to known analogous examples allow us to draw conclusions about the previously unseen data points. This is closely related to zero-shot and one-shot learning, strategies that are useful when training data is very limited. In linguistics, analogies have been studied extensively, e.g. phonetic analogies (Yvon, 1997) and semantic analogies (Mikolov et al., 2013a). In general, an analogy is defined as a quadruple of objects A, B, C, and D having the analogical relation: A is to B as C is to D, and the problem is to predict D given A, B, and C. In this work, we study morphological analogies where A, B, C, and D are words. The pair (A,B) represents a demo relation representing some morphological transformation between two word forms, and the problem is to transform the query word C from the source form to the target form as specified by the demo relation. The task may be illustrated with a simple example: see is to sees as eat is to what?

A good solver for morphological analogies can be of practical help as writing aids for authors, suggesting synonyms in a form specified by examples rather than using explicitly specified forms. Furthermore, models that can generate words with correct inflection are important building blocks for many tasks within natural language processing. To gain insight about how systems can learn the right abstraction using limited supervision to generate inflected words, is important for how to create systems for more complex language generation tasks, such as machine translation, automatic summarization, and dialog systems.

Previous work has tackled the problem of predicting the target form by identifying the string transformation (insertions, deletions, or replacements of characters) in the demo relation, and then trying to apply the same transformation to C (Lepage, 1998).
For instance, this algorithm correctly solves the example given above, since it just needs to add an s to the query word.

However, such solutions are brittle, as they are unable to abstract away from the raw strings, failing when the given relation is realized differently in A and B than in C and D. On a basic level, the model needs to take into account phonological processes such as umlaut and vowel harmony, as well as orthographic quirks such as the rule in English that turns y into ie in certain contexts. Furthermore, an even more challenging problem is that the model will need to take into account that words belong to groups whose inflectional patterns are different – morphological paradigms. In all these cases, to be successful, a solution to this problem needs to abstract away from the raw character-based representation to a higher level representation of the relations.

In this work, we propose a supervised machine learning approach to the problem of predicting the target word in a morphological analogy. The model is based on character-level recurrent neural networks (RNNs), which have recently seen much success in a number of morphological prediction tasks (Faruqui et al., 2016; Kann and Schütze, 2016). This model is able to go beyond the simple string substitutions handled by previous approaches: it picks up contextual string transformations including orthographic and phonological rules, and is also able to generalize between inflection paradigms.

Machine learning approaches, including character-based RNNs, have been successfully applied in several types of prediction problems in morphology, including lemmatization, inflection and reinflection (see Section 2.2). However, these tasks have either been more restricted than ours (e.g. lemmatization), or relied on an explicit enumeration of morphological features which may not be available in all cases. In contrast, our model is a completely feature-free approach to generating inflected forms, which can predict any form in a morphological paradigm.

The fact that our model does not rely on explicit features makes it applicable in scenarios with under-resourced languages where such annotations may not be available. However, since the model is trained using a weaker signal than in the traditional feature-based scenario, it needs to learn a latent representation from the analogies that plays the same role as the morphological features otherwise would, making the task more challenging.

2 Related work

Analogical reasoning is useful in many different tasks. In this section we will limit the survey to work that is relevant to morphological applications.

2.1 Morphological analogies

Lepage (1998) presented an algorithm to solve morphological analogies by analyzing the three input words, determining changes in prefixes, infixes, and suffixes, and adding or removing them to or from the query word, transforming it into the target:

reader:unreadable = doer:x → x = undoable

Stroppa and Yvon (2005) presented algebraic definitions of analogies and a solution for analogical learning as a two-step process: learning a mapping from a memorized situation to a new situation, and transferring knowledge from the known to the unknown situation. The solution takes inspiration from k-nearest neighbour (k-NN) search, where, given a query q, one looks for analogous objects A, B, C from the training data, and selects a suitable output based on a mapping of A, B, C from input space to output space. The task studied in these papers is the same as in the current paper. The solutions, are however much limited in the generality. Our solution can learn very flexible relations and different inflectional patterns.

2.2 Character based modeling for morphology

The 2016 and 2017 SIGMORPHON shared tasks on morphological reinflection (Cotterell et al., 2016a; Cotterell et al., 2017) have spurred some recent interest in morphological analysis. In this task, a word is given in one form, and should be transformed into a form specified by an explicit feature representation. These features represent number, gender, case, tense, aspect, etc. In comparison, the problem of morphological analogies is more difficult, as no explicit tags are provided: the forms must instead be inferred from a demo relation.

While morphological inflection tasks have previously been studied using rule-based systems (Koskenniemi, 1984; Ritchie et al., 1992), learned string transducers (Yarowsky and Wicentowski,
They have more recently been dominated by character-level neural network models (Faruqui et al., 2016; Kann and Schütze, 2016) as they address the inherent drawbacks of traditional models that represent words as atomic symbols. This offers a number of advantages: the vocabulary in a character-based model can be much smaller, as it only needs to represent a finite and fairly small alphabet, and as long as the characters are in the alphabet, no words will be out-of-vocabulary (OOV). Character-level models can capture distributional properties, not only of frequent words but also of words that occur rarely (Luong and Manning, 2016), and they need no tokenization, freeing the system from one source of errors. Neural models working on character- or subword-level have been applied in several NLP tasks, ranging from relatively basic tasks such as text categorization (Zhang et al., 2015) and language modeling (Kim et al., 2016) to complex prediction tasks such as translation (Luong and Manning, 2016; Sennrich et al., 2016). Because they can recognize patterns on a subword level, character-based neural models are attractive in NLP tasks that require an awareness of morphology.

2.3 Other morphological transformations

**Lemmatization** is the task of predicting the base form (lemma) of an inflected word. A lemmatizer may make use of the context to get (implicit) information about the source form of the word (Koskenniemi, 1984; Kanis and Müller, 2005; Chrupała et al., 2008; Jongejan and Dalianis, 2009; Chakrabarty et al., 2017). In comparison, our task does not offer contextual information, but instead provides the (similarly implicit) cues for forms from the demo relation. With this in mind, predicting the lemma is just a special case of the morphological analogy problem. **Paradigm filling** is the more general task of predicting all unknown forms in a paradigm (Dreyer and Eisner, 2011).

2.4 Morphological relations in word embedding models

Word analogies have been proposed as a way to demonstrate the utility of, and to evaluate the quality of neural word embeddings (Mikolov et al., 2013a; Mnih and Kavukuoglou, 2013; Nicolai et al., 2015b; Pennington et al., 2014). Such embeddings show simple linear relationships in the resulting continuous embedding space that allow for finding impressive analogous relations such as

\[
v(\text{king}) - v(\text{man}) + v(\text{woman}) \approx v(\text{queen}).
\]

Analogies have been categorized as either semantic or syntactic. (The example with “king” and “queen” is a semantic analogy, while syntactic analogies relate different morphological forms of the same words). Google’s dataset for syntactic analogies (Mikolov et al., 2013a) was proposed as a task to evaluate word embedding models on English.

Cotterell et al. (2016b) presented an approach using a Gaussian graphical model to process word embeddings computed using a standard toolkit such as Word2Vec to improve the quality of embeddings for infrequent words, and to construct embeddings for morphological forms that were missing in the training data (but belonging to a paradigm that had some form or forms in the data).

3 Neural Morphological Analogies System

In this paper, we present the Neural Morphological Analogies System (NMAS), a neural approach for morphological relational reasoning. We use a deep recurrent neural network with GRU cells that take words represented by their raw character sequences as input.

3.1 Morphological relational reasoning with analogies

We define the task as follows. Given a query word \(q\) and a demo word in two forms \(w_1\) and \(w_2\), demonstrating a transformation from one word form to another, and where \(q\) is another word in the same form as \(w_1\), the task is to transform \(q\) into the form represented by \(w_2\).

3.2 Recurrent neural networks

A recurrent neural network (RNN) is an artificial neural network that can model a sequence of arbitrary length. Gated RNNs were proposed to solve some issues of basic “vanilla” RNNs (the difficulty to capture long dependencies and vanishing gradients) (Hochreiter, 1998; Bengio et al., 1994). The
Long Short Term Memory (LSTM) (Schmidhuber and Hochreiter, 1997) is one of the most famous types. At every step in the sequence, it has a cell with three learnable gates that controls what parts of the internal memory vector to keep (the forget gate $f_t$), what parts of the input vector to store in the internal memory (the input gate $i_t$), and what to include in the output vector (the output gate $o_t$). The Gated Recurrent Unit (GRU) (Cho et al., 2014a) is a simplification of this approach, having only two gates by replacing the input and forget gates with an update gate $u_t$ that simply erases memory whenever it is updating the state with new input. Hence, the GRU has fewer parameters, and still obtains similar performance as the original LSTM.

An RNN can easily be trained to predict the next token in a sequence, and when applied to words this essentially becomes a language model. A sequence-to-sequence model is a neural language model conditioned on another input sequence. Such a model can be trained to translate from one sequence to another (Sutskever et al., 2014; Cho et al., 2014b). This is the major building block in modern neural machine translation systems, where they are combined with an attention mechanism to help with the alignment (Bahdanau et al., 2015).

In language settings it is common to have a linear input layer that learns embeddings for a vocabulary of words. However, these models suffer from the limitations of having fixed word vocabularies, and being unable to learn subword patterns. As an alternative, an RNN can work either using a vocabulary of subword units, or directly on the raw character stream, as is the case in this paper.

### 3.3 Model layout

The proposed model has three major parts, the relation encoder, the query encoder, and the decoder, all working together to generate the predicted target form given the three input words: the demo relation $(w_1, w_2)$, and the query word $q$. The whole model is trained end-to-end and requires no other input than the raw character sequences of the three input words $w_1, w_2,$ and $q$.

#### A. The relation encoder.

The first part encodes the demo relation $R_{demo} = (w_1, w_2)$ using an encoder RNN for each of the two words $w_1$ and $w_2$. The relation encoder RNNs share weights but have separate internal state representations. The outputs of the relation encoders are fed into a fully connected layer with tanh activation $FC\ relation$:

$$h_{rel} = \tanh(W_{rel}[g_{rel}(0, w_1), g_{rel}(0, w_2)])$$

where $g_{rel}$ is the output from the relation encoder RNN (using zero vectors as initial hidden states), $w_1, w_2$ are sequences of one-hot encodings for the characters of $w_1$ and $w_2$, $W_{rel}$ is the weight matrix for the $FC\ relation$ layer, and $\tanh$ is the element-wise nonlinearity. Here, $[x, y]$ means the concatenation of the vectors $x$ and $y$.
B. The query encoder. The query word \( q \) is encoded separately using a distinct encoder RNN. The final output from the query encoder is fed together with the output from \( FC \) relation (A), through a second fully connected layer (with \( \tanh \) activation) \( FC \) combined:

\[
h_{comb} = \tanh(W_{comb}[h_{rel}, g_q(0, q)]),
\]

where \( h_{rel} \) is the output from \( FC \) relation, \( g_q \) is the output from the query RNN encoder, \( q \) is a sequence of one-hot encodings of the characters of the query word, \( W_{comb} \) is the weight matrix for the \( FC \) combined layer, and \( \tanh \) is the element-wise nonlinearity. The result \( h_{comb} \) is fed as the initial hidden state into the RNN decoder.

C. The decoder. The decoder RNN employs a standard attention mechanism (Bahdanau et al., 2015), computing a weighted sum of the sequence of outputs of the query encoder at every step \( t_q \) in the generation process. For each step \( t_e \) in the query encoder, the attention weight is computed using a multi-layer perceptron taking the decoder state at \( t_d \) and the query encoder state at \( t_e \) as inputs. For each decoder step \( t_d \), the output character is decided by computing a distribution over the alphabet using the softmax output layer, and then sampling greedily from this distribution; this is fast and has yielded good results. The distribution \( p(y_{td} = i) = h_{dec,t_d}^{(i)} \) for each character \( i \) in the alphabet and for each step \( t_d \) in the decoder is modeled using:

\[
h_{dec,t_d} = s(W_{dec}[g_{dec}(h_{comb}, y_{(0,t_d−1)}), a_t]),
\]

where \( h_{comb} \) is the output from \( FC \) combined (used as the initial hidden state for the decoder RNN), \( g_{dec} \) is the output from the decoder RNN, \( y_{(0,t_d−1)} \) is a sequence of one-hot encodings of the characters generated by the decoder until step \( t_d − 1 \), \( W_{dec} \) is the weight matrix for the decoder output layer, \( a \) is the weighted sum of hidden states from the query encoder RNN computed by the attention mechanism, and \( s \) is the softmax activation function: \( s(z) = e^z / \sum e^{z(j)} \). The result \( h_{dec,t_d} \) is a vector that sums to one, defining the distribution over the alphabet at time \( t_d \).

The whole model is similar to a sequence-to-sequence model used for translation, with the addition of the relation encoder. Figure 1 shows the architecture of the model pictorially.

4 Experimental setup

This section explains the setup of the empirical evaluation of our model: how it is designed, trained, and evaluated.

4.1 Implementation details

The model was implemented using PyTorch;\(^1\) all source code is freely available.\(^2\) With the final hyperparameter settings (see Section 4.2), the model contains approximately 155000 parameters, and it can be trained in a few hours on a modern GPU.

4.2 Hyperparameters

The hyperparameters relevant to the proposed model are presented in Table 1. The hidden size parameter decides the dimensionality of all four RNNs in the model, as we noticed no performance gain from varying them individually.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Explored</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding size</td>
<td>50-350</td>
<td>100</td>
</tr>
<tr>
<td>Hidden size</td>
<td>25-350</td>
<td>50</td>
</tr>
<tr>
<td>FC relation size</td>
<td>50-350</td>
<td>50</td>
</tr>
<tr>
<td>FC combined size</td>
<td>50-350</td>
<td>100</td>
</tr>
<tr>
<td>RNN depth</td>
<td>1-3</td>
<td>2</td>
</tr>
<tr>
<td>Learning rate</td>
<td>(1 \times 10^{-3})</td>
<td></td>
</tr>
<tr>
<td>L2 weight decay</td>
<td>(5 \times 10^{-5})</td>
<td></td>
</tr>
<tr>
<td>Drop probability</td>
<td>0.0, 0.2, ..., 0.8</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 1: Hyperparameters in the model.

4.3 Training

Training was done with backpropagation through time (BPTT) and minibatch learning with the Adam optimizer (Kingma and Ba, 2015). For each example in a minibatch, a relation type is selected uniformly randomly. Then two word pairs are selected randomly from that relation type; one of these will be the demo relation, and one will be the query–target pair. The output from the decoder (see Section 3.3 C), is a categorical distribution over the alphabet. We use the cross-entropy loss function for

\(^1\)http://pytorch.org/
\(^2\)http://mogren.one/
<table>
<thead>
<tr>
<th>Language</th>
<th>Training set Rels</th>
<th>Validation set Rels</th>
<th>Test set Rels</th>
<th>Total Rels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WPs</td>
<td>WPs</td>
<td>WPs</td>
<td>WPs</td>
</tr>
<tr>
<td>English</td>
<td>10</td>
<td>74187</td>
<td>10</td>
<td>76187*</td>
</tr>
<tr>
<td>Finnish</td>
<td>1293</td>
<td>50269</td>
<td>431</td>
<td>62995</td>
</tr>
<tr>
<td>German</td>
<td>1572</td>
<td>70429</td>
<td>421</td>
<td>79468</td>
</tr>
<tr>
<td>Russian</td>
<td>1001</td>
<td>56119</td>
<td>290</td>
<td>69031</td>
</tr>
<tr>
<td>Swedish</td>
<td>10</td>
<td>146551</td>
<td>10</td>
<td>148551*</td>
</tr>
</tbody>
</table>

*English and Swedish word pairs are all used exactly twice, once in original order, and once reversed. This means that the effective number of word pairs for these two languages are double the numbers in this table.

Table 2: Number of relations (“Rels”, after discarding size-1 relations) and word pairs (“WPs”) in the data set.

Each character at position $t_d$ in the output word as the learning objective for all parameters $\theta$ in the model:

$$L(\theta) = -\frac{1}{N} \sum_{t_d} y_{(t_d)} \cdot \log h_{t_d},$$

where $N$ is the length of the target word, $y_{(t_d)}$ is the one-hot encoding of the true target at position $c$ and $h_{t_d}$ is the model output distribution at position $c$. Training duration was decided using early stopping (Wang et al., 1994).

One model with separate parameters was trained per language. The parameters are shared between the two encoding RNNs in the relation encoder, but the query encoder RNN and the decoder RNN have separate weights, as the model search showed best performance using this configuration. Ensembling did not improve the results.

4.4 Baselines

The task considered in this work is closely related to morphological reinflection, and systems for this generally obtain higher absolute numbers of prediction accuracy than ours, because more information is given through the explicit enumeration of morphological tags. Our task is also related to the syntactic analogy task used to evaluate word embeddings (Mikolov et al., 2013c), and we also include the word embedding-based word-level analogy solution as a baseline.

Lepage. This baseline was implemented from the description in (Lepage, 1998). The algorithm is rule-based, and uses information collected when computing edit distance between $w_1$ and $w_2$, as well as between $w_1$ and $q$ (Wagner and Fischer, 1974). It can handle changes in prefix, infix, and suffix, but fails when words exhibit different inflectional patterns.

Word embedding baseline. This baseline uses pre-trained word embeddings using Word2Vec CBOW (W2V) (Mikolov et al., 2013b) and FastText (FT) (Bojanowski et al., 2016). The FastText embeddings are designed to take subword information into account, and they performed better than Word2Vec CBOW-based vectors in our experiments. The prediction is selected by choosing the word in the vocabulary that has an embedding with the highest cosine similarity compared to

$$v(q) - v(w_1) + v(w_2),$$

where $v(w)$ is the word embedding of the word $w$, $q$ is the query word, and $w_1, w_2$ are the two demo words in the demo relation.

Word embeddings have been used in previous work for this task (then called syntactic analogies), but the solution is limited by a fixed vocabulary, and needs retraining to incorporate new words. Although it is trained without supervision, training requires much data and comparing the resulting vector above with all words in the vocabulary is expensive.

In this work, pretrained embeddings were downloaded and used. The Word2Vec CBOW embeddings used were downloaded from Kyubyong Park’s repository. The embeddings were trained using data from Wikipedia. The FastText embeddings used were downloaded from the FastText authors’ website. The embeddings were trained using data from CommonCrawl and Wikipedia. All the embeddings used have 300 dimensions.

To make the word embedding baseline stronger, we used the Lepage baseline as a fallback whenever any of the three input words are missing in the vocabulary.

---

3https://github.com/Kyubyong/wordvectors/
4https://fasttext.cc/

<table>
<thead>
<tr>
<th>Language</th>
<th>Accuracy</th>
<th>Levenshtein</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NMAS</td>
<td>Lepage</td>
</tr>
<tr>
<td>English</td>
<td>95.60%</td>
<td>56.05%</td>
</tr>
<tr>
<td>Finnish</td>
<td>83.26%</td>
<td>31.39%</td>
</tr>
<tr>
<td>German</td>
<td>89.12%</td>
<td>76.63%</td>
</tr>
<tr>
<td>Russian</td>
<td>70.54%</td>
<td>48.19%</td>
</tr>
<tr>
<td>Swedish</td>
<td>90.10%</td>
<td>64.80%</td>
</tr>
</tbody>
</table>

4.5 Datasets

One model was trained and evaluated on each of five different languages. Data for all languages except for English and Swedish was taken from the SIGMORPHON 2016 dataset (Cotterell et al., 2016a). Code for downloading the data and performing dataset split will be made available when this paper is published.

**English.** A total of 10 relations and their corresponding inverse relations were considered:

- nouns:
  - singular–plural, e.g. *dog–dogs*
- adjectives:
  - positive–comparative, e.g. *high–higher*
  - positive–superlative, e.g. *high–highest*
  - comparative–superlative, e.g. *higher–highest*
- verbs:
  - infinitive–past, e.g. *sit–sat*
  - infinitive–present, e.g. *sit–sits*
  - infinitive–progressive, e.g. *sit–sitting*
  - past–present, e.g. *sit–sits*
  - past–progressive, e.g. *sit–sitting*
  - present–progressive, e.g. *sits–sitting*

For English, the dataset was constructed using the word list with inflected froms from the SCOWL project. In the English data, 25,052 nouns, 1,433 adjectives, and 7,806 verbs were used for training. 1000 word pairs were selected randomly for validation and 1000 for testing, evenly distributed among relation types.

**Swedish.** Words were extracted from SALDO (Borin et al., 2013). In the Swedish data, 64,460 nouns, 12,507 adjectives, and 7,764 verbs were used for training. The division into training, validation, and test sets were based on the same proportions as in English. The same forms were used as in English, except that instead of the progressive form for verbs, the passive infinitive was used, e.g. *ätta:ätas ‘eat:be eaten’.*

**Finnish, German, and Russian.** For these languages, data from task1 and task2 in SIGMORPHON 2016 was used for training, and task2 data was used for evaluation. In this dataset, each word pair is provided along with morphological tags for the source and target words. We define a relation $R$ as the combination of two sets of morphological tags, for which there exist words in the data. The SIGMORPHON datasets consist of word pairs along with the corresponding morphological tags, specifying properties such as gender, number, case, and tense. We generate analogies from this as follows. Firstly, we read each word pair $(w_1, w_2)$ from the dataset, building tables of paradigms by storing the word pairs together with their tags. If $w_1$ or $w_2$ has already been stored in a table (it may be part of another word pair $(u_1, u_2)$), then $w_1$ and $w_2$ is stored in the same table as $u_1$ and $u_2$. Secondly, when all words are stored in tables, we go through them, and consider each pair of word forms members of a morphological relation. All words having a given source form and target form make up the set of words for that relation.

As the task described in this paper differs from the original SIGMORPHON task, with the additional requirement that every query–target word pair needs to be accompanied by a demo relation with the same forms, all relations with only one word pair were
discarded. Of the SIGMORPHON datasets, we did not include Arabic, Georgian, Hungarian, Maltese, Navajo, Spanish, and Turkish, either because of the sparsity problem mentioned above, or because the morphological features used in the language made it difficult to generate query–target pairs. The percentage of test set word pairs being discarded in the remaining languages: Finnish: 1.2%, German: 2.1%, and Russian: 0.5%. Details about dataset sizes can be found in Table 2.

4.6 Evaluation

To evaluate the performance of the model, the datasets for English and Swedish were randomly split into training, validation, and test sets. Exact dataset split will be distributed when paper is deanonymized. For the SIGMORPHON languages (Finnish, German, and Russian), the provided dataset split was used, and the test was performed as specified in the dataset, ignoring the specified morphological tags. For English and Swedish, each word pair was tested in both directions (switching the query word and the target word). Within one relation type, each word pair was randomly assigned another word pair as demo relation. Each word pair was used exactly once as a demo relation, and once as a query–target pair. Both word pairs in each analogy were selected from the same data partition; i.e. the test set for the evaluation. Relations having only one word pair was dropped from the test set, this is the only difference between the original SIGMORPHON test data and the test data used here (for more information, see Section 4.5). Where nothing else is specified, reported numbers are the prediction accuracy. This is the fraction of predictions that exactly match the target words.

4.7 Data ambiguity

As noted in Section 1, different words can have different inflectional patterns, and some words may also have the same expression for several forms. When such ambiguities are presented as the target in demo relations, there is of course no way for a system with this setup to know which form to pick. However, the aim of our study was to keep the setup realistic, and hence, such ambiguous expressions was retained in the dataset. The existence of such forms in the test set may put a bound on the achievable performance, but with a corresponding amount of ambiguous data in the training set, the model will learn robustness and the noise provided by the ambiguities may also help to regularize the training.

5 Results

This section presents the results of the experimental evaluation of the system.

5.1 Language-wise performance

The prediction accuracy results for the test set can be seen in Table 3, reaching an accuracy of 95.60% for English. While Finnish is a morphologically rich language, with 1323 distinct relations in the dataset, and with the lowest Lepage baseline score of all evaluated languages (31.39%), NMAS is able to learn its relations rather well, with a prediction accuracy of 83.26%. For German and Swedish, the performance is 89.12%, and 90.10%, respectively. They both have more complex morphologies with more inflectional patterns for nouns and verbs. On Russian, NMAS obtains an accuracy of 70.54%. This may be explained by its complex morphology and phonology, and is consistent with the results of top scoring systems on the SIGMORPHON tasks.

5.2 Model variants

Attend to relation. (Kann and Schütze, 2016) explicitly feeds the morphological tags as special tokens being part of the input sequence, and the attention mechanism learns when to focus on the forms during output generation. Inspired by this we decided to evaluate a variant of our model where the embedding of the relation encoder is appended to the query encoder output sequence, allowing the decoder to attend to the whole query as well as the re-
Table 5: Prediction accuracy of the proposed model trained with “attend to relation”, with and without the relation embedding fed to initial hidden state (FC combined), all words reversed, feeding the relation embedding using a shortcut to each step in the decoder RNN, and using auxiliary tags classification criterion, respectively. English test set. Size: 50.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attend to relation</td>
<td>95.50%</td>
</tr>
<tr>
<td>Attend to relation &amp; No FC combined</td>
<td>94.75%</td>
</tr>
<tr>
<td>Reversed words</td>
<td>94.10%</td>
</tr>
<tr>
<td>Relation shortcut</td>
<td>94.45%</td>
</tr>
<tr>
<td>Auxiliary tags classification</td>
<td>93.85%</td>
</tr>
</tbody>
</table>

Relation shortcut. In the layout of the proposed model, the information from the relation encoder is available to the decoder only initially. To explore if it would help to have the information available at every step in the decoding process, a shortcut connection was added from FC relation to the final layer in the decoder. This helped the model to start learning fast (see Figure 4), but then resulted in a slight decrease in accuracy (94.45% on English test set). (See Table 5).

Auxiliary training criterion. Multi-task learning using a related auxiliary task can lead to stronger generalization and better regularized models (Caruana, 1998; Collobert and Weston, 2008; Bingel and Søgaard, 2017). We evaluated a model that used an auxiliary training task: the model had to predict the morphological tags as an output from the relation encoder. This addition gave a slight initial training speedup (see Figure 4), but did not give a better performing model once the model finished training. This indicates a strength in the originally proposed solution: the model can learn to differentiate the morphological forms of the words in the demo relation, even without having this explicit training signal, something that is also demonstrated by the visualized relation embeddings (see Figure 2).

Disabling model components. The relation encoder learns to represent the different morphological relations with nicely disentangled embeddings (see Figure 2). The fact that the prediction accuracy drops as far as to 37.30% when disabling the relation input (see Table 4) indicates that the setup is useful, and that the model indeed learns to utilize the information from the demo relation. Disabling only the first word in the demo relation allows the model...
to perform much better (93.55% accuracy), but it does not reach the accuracy of the full model with both demo words (95.60%). Disabling the attention mechanism is a small modification of our model, but also substantially degrades performance, resulting in 89.30% accuracy on the English test set.

5.3 Mechanisms of word inflection

As English (and many other languages) forms inflections mainly by changing suffixes, an experiment was performed where every word was reversed (e.g. requirement → memeriuqer), to evaluate whether the model can cope with other mechanisms of word inflection. On this data, NMAS obtains a prediction accuracy that is only slightly worse than the original version. This indicates that the model can cope with different kinds of inflectional patterns (i.e. suffix and prefix changes). As can be noted in the example outputs (see Table 6), the model does handle several different kinds of inflections (including orthographic variations such as y/ie), and it does not require the demo relation to show the same inflectional pattern as the query word. In fact, often when the system fails, it does so by inflecting irregular words in a regular manner, suggesting that patterns with less data availability poses the major problem.

5.4 Relation embeddings

Figure 2 shows a t-SNE visualization of the embeddings from the relation encoder (“FC relation”) of all datapoints in the English validation set. One can see that most relations have been clearly separated into one distinct cluster each, with the exception of two clusters, both containing points from two relations each. The first such cluster contains the relation types “N: Singular-Plural” and “V: Infinitive-3 Pers. Sg. Present”; both of these are realized in English by appending the suffix -s to the query word. The second cluster contains the relation types
Table 6: Correct (top), and incorrect (bottom) example outputs from the model. Samples from English validation set.

<table>
<thead>
<tr>
<th>Correct:</th>
<th>Demo word 1</th>
<th>Demo word 2</th>
<th>Query</th>
<th>Target</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>misidentify</td>
<td>misidentifies</td>
<td>bottleneck</td>
<td>bottlenecks</td>
<td>bottlenecks</td>
<td></td>
</tr>
<tr>
<td>obliterate</td>
<td>obliterated</td>
<td>prig</td>
<td>prigged</td>
<td>prigged</td>
<td></td>
</tr>
<tr>
<td>ventilating</td>
<td>ventilates</td>
<td>disorganizing</td>
<td>disorganizes</td>
<td>disorganizes</td>
<td></td>
</tr>
<tr>
<td>crank</td>
<td>cranker</td>
<td>freckly</td>
<td>frecklier</td>
<td>frecklier</td>
<td></td>
</tr>
<tr>
<td>debauchery</td>
<td>debaucheries</td>
<td>bumpiousness</td>
<td>bumpiousnesses</td>
<td>bumpiousnesses</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Incorrect:</th>
<th>Demo word 1</th>
<th>Demo word 2</th>
<th>Query</th>
<th>Target</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>repackage</td>
<td>repackaged</td>
<td>outrun</td>
<td>outran</td>
<td>outrunned</td>
<td></td>
</tr>
<tr>
<td>misinformed</td>
<td>misinform</td>
<td>gassed</td>
<td>gas</td>
<td>gass</td>
<td></td>
</tr>
<tr>
<td>julep</td>
<td>juleps</td>
<td>catfish</td>
<td>catfishes</td>
<td>catfish</td>
<td></td>
</tr>
<tr>
<td>cedar</td>
<td>cedars</td>
<td>midlife</td>
<td>midlifes</td>
<td>midlifes</td>
<td></td>
</tr>
<tr>
<td>affrays</td>
<td>affray</td>
<td>buzzes</td>
<td>buzz</td>
<td>buzz</td>
<td></td>
</tr>
</tbody>
</table>
inflects using regular patterns, e.g. *outrun:outran*, where the model predicted *outrunned*; (2) words with ambiguous targets, e.g. *gassed:gas*, where the model predicted *gass*. If there had existed a verb *gass*, it could very well have been *gassed* in its past-tense form. Tables with example output for the other studied languages is provided in the supplemental material. In general: the model can learn different inflectional patterns. Suffixes, infixes, and prefixes do not pose problems. The query word does not need to have the same inflectional pattern as the demo relation. When the model do fail, it is often due to an inflection that is not represented in the training data, such as irregular verbs.

6 Discussion and conclusions

In this paper, we have presented a neural model that can learn to carry out morphological relational reasoning on a given query word $q$, given a demo relation consisting of a word in the two different forms (source form and desired target form). Our approach uses a character based encoder RNN for the demo relation words, and one for the query word, and generates the output word as a character sequence. The model is able to generalize to unseen words as demonstrated by good prediction accuracy on the held-out test sets in five different languages: English, Finnish, German, Russian, and Swedish. It learns representations that separate the relations well provided only with the training signal given by the task of generating the words in correct form.

Our solution is more general than existing methods for morphological inflection and reinflection, in the sense that they require explicit enumeration of the morphological tags specifying the transformation; our solution instead learns to build its own internal representation of this information by observing an analogous word pair demonstrating the relation.
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Abstract. Deep neural networks have been tremendously successful in a number of tasks. One of the main reasons for this is their capability to automatically learn representations of data in levels of abstraction, increasingly disentangling the data as the internal transformations are applied. In this paper we propose a novel regularization method that penalize covariance between dimensions of the hidden layers in a network, something that benefits the disentanglement. This makes the network learn nonlinear representations that are linearly uncorrelated, yet allows the model to obtain good results on a number of tasks, as demonstrated by our experimental evaluation. The proposed technique can be used to find the dimensionality of the underlying data, because it effectively disables dimensions that aren’t needed. Our approach is simple and computationally cheap, as it can be applied as a regularizer to any gradient-based learning model.

1 Introduction

A good data representation should ultimately uncover underlying factors in the raw data while being useful for a model to solve some task. Deep neural networks learn representations that are increasingly abstract in deeper layers, disentangling the causes of variation in the underlying data (Bengio et al., 2013). Formal definitions of disentanglement are lacking, although Ver Steeg & Galstyan (2015) and Achille & Soatto (2017) both use the total correlation as a measure of disentanglement. Inspired by this, we consider a simpler objective: a representation disentangles the data well when its components do not correlate, and we explore the effects of penalizing this linear dependence between different dimensions in the representation. Ensuring independence in the representation space results in a distribution that is factorizable and thus easy to model (Kingma & Welling, 2014; Rezende et al., 2014).

We propose a novel regularization scheme that penalizes the correlation between the dimensions of the learned representations, and helps artificial neural networks learn disentangled representations. The approach is very versatile and can be applied to any gradient-based machine learning model that learns its own distributed vector representations. A large body of literature have been published about techniques for learning non-linear independent representations (Lappalainen & Honkela, 2000; Honkela & Valpola, 2005; Dinh et al., 2015), but in comparison our approach is simpler, and does not impose restrictions on the model used. The proposed technique penalizes representations with correlated activations. It strongly encourages the model to find the dimensionality

* Equal contribution.
of the data, and thus to disable superfluous dimensions in the resulting representations. The experimental evaluation on synthetic data verifies this: the model is able to learn all useful dimensions in the data, and after convergence, these are the only ones that are active. This can be of great utility when pruning a network, or to decide when a network needs a larger capacity. The disabling of activations in the internal representation can be viewed as (and used for) dimensionality reduction. The proposed approach allows for interpretability of the activations computed in the model, such as isolating specific underlying factors. The solution is computationally cheap, and can be applied without modification to many gradient-based machine learning models that learns distributed representations.

Moreover, we present an extensive experimental evaluation on a range of tasks on different data modalities, which shows that the proposed approach disentangles the data well; we do get uncorrelated components in the resulting internal representations, while retaining the performance of the models on their respective task.

The main contributions of this work include: $L_\Sigma$ regularization, a novel approach penalizing the covariance between dimensions in a representation (see Section 2). The regularizer encourages a model to use the minimal number of dimensions needed in the representation. The approach is computationally cheap and can be applied without any restrictions on the model. The experimental evaluation shows how different models can benefit from using $L_\Sigma$ regularization. From autoencoders on synthetic data to deep convolutional autoencoders trained on CIFAR-10, we show that $L_\Sigma$ helps us learn uncorrelated and disentangled representations (see Section 3).

2 Disentanglement by penalizing correlations

We present a novel regularizer based on the covariance of the activations in a neural network layer over a batch of examples. The aim of the regularizer is to penalize the covariance between dimensions in the layer to decrease linear correlation.

2.1 Definition

The covariance regularization term ($L_\Sigma$) for a layer, henceforth referred to as the coding layer, is computed as

$$L_\Sigma = \frac{1}{p^2} ||C||_1$$

(1)

where $p$ is the dimensionality of the coding layer,

$$||C||_1 = \sum_{i,j=1}^{N} |C_{ij}|,$$

(2)

is the element wise L1 matrix norm of $C$, and $C \in \mathbb{R}^{p \times p}$ is the sample covariance of the activations in the coding layer over $N$ examples

$$C = \frac{1}{N-1} \sum_{i=1}^{N} (H - 1_N \bar{h})^T (H - 1_N \bar{h}).$$
Further, \( H = [h_1; \ldots; h_N] \) is a matrix of all activations in the batch, \( 1_N \) is an \( N \)-dimensional column vector of ones, and \( \bar{h} \) is the mean activation.

![Fig. 1. When data is distributed along non-linear manifolds, a linear model cannot describe the data well (left). However, with a non-linear model (right), it is possible to capture the variations of the data in a more reasonable way and unfold it into a compact orthogonal representation space.](image)

2.2 Usage

As \( L_\Sigma \) has the structure of a regularizer, it can be applied to most gradient based models without changing the underlying architecture. In particular, \( L_\Sigma \) is simply computed based on select layers and added to the error function, e.g. \( \text{Loss} = \text{Error} + \lambda L_\Sigma \).

3 Experiments

This section describes the experimental evaluation performed using \( L_\Sigma \) regularization on different models in various settings, from simple multi-layer perceptron-based models using synthetic data (see Section 3.2 and 3.3) to convolutional autoencoders on real data (see Section 3.4). However, before describing the experiments in detail we define the metrics that will be used to quantify the results.

3.1 Evaluation metrics

A number of different metrics are employed in the experiments to measure different aspects of the results.

*Mean Absolute Pearson Correlation (MAPC)* Pearson correlation measures the normalized linear correlation between variables \( \in [-1, 1] \) where 0 indicates no correlation. To
get the total linear correlation between all dimensions in the coding layer the absolute value of each contribution is averaged.

\[ \text{MAPC} = \frac{2}{(p^2 - p)} \sum_{i < j} \frac{|C_{ij}|}{\sqrt{C_{ii}} \cdot \sqrt{C_{jj}}} \]

Covariance/Variance Ratio (CVR) Though mean absolute Pearson correlation measure the quantity we are interested in, it becomes ill defined when the variance of one (or both) of the variables approaches zero. To avoid this problem, we define a related measure where all variances are summed for each term. Hence, as long as some dimension has activity the measure remains well defined. More precise, the CVR score is computed as:

\[ \text{CVR} = \frac{1}{p^2} \frac{||C||_1}{\text{tr}(C)} \]

where \( ||C||_1 \) is defined as in Equation 2. The intuition behind CVR is simply to measure the fraction of all information that is captured in a linear uncorrelated fashion within the coding layer.

Top d-dimension Variance/total variance (TdV) TdV measures to what degree the total variance is captured inside the variance of the top \( d \) dimensions. When \( d \) is equal to the actual dimension of the underlying data this measure is bounded in \([0,1]\).

Utilized Dimensions (UD) UD is the number of dimensions that need to be kept to retain a set percentage, e.g. 90% in the case of UD_{90%}, of the total variance. This measure has the advantage that the dimension of the underlying data does not need to be known a priori.

3.2 Dimensionality reduction

The purpose of this experiment is to investigate if it is possible to disentangle independent data that has been projected to a higher dimension using a random projection, i.e. we would like to find the principal components of the original data.

The model we employ in this experiment is an auto encoder consisting of a linear \( p = 10 \) dimensional coding layer and a linear output layer. The model is trained using the proposed covariance regularization \( L_{\Sigma} \) on the coding layer.

The data is generated by sampling a \( d = 4 \) dimensional vector of independent features \( z \sim N(0, \Sigma) \), where \( \Sigma \in \mathcal{R}^{d \times d} \) is constrained to be non-degenerate and diagonal. However, before the data is fed to the autoencoder it is pushed through a random linear transformation \( x = \Omega z \). The goal of the model is to reconstruct properties of \( z \) in the coding layer while only having access to \( x \).

The model is trained on 10000 iid random samples for 10000 epochs. 9 experiments were performed with different values for the regularization constant \( \lambda \). The first point on each curve (in Figure 2 and 3) is \( \lambda = 0 \), i.e. no regularization, followed by 8 points logarithmically spaced between 0.001 and 1. Each experiment is repeated 10 times using a different random projection \( \Omega \) and the average is reported.
The result of the experiment is reported using all four metrics defined in Section 3.1. The result in terms of MAPC and CVR is reported in Figure 2. The first thing to notice is that $L_2$ consistently lead to lower correlation while incurring less MSE penalty compared to $L_1$. Further, looking at the MAPC it is interesting to notice that it is optimal for a very small values of $L_2$. This is because higher amounts of $L_2$ leads to lowering of the dimensionality of the data, see Figure 3, which in turn yields unpredictable Pearson correlation scores between these inactivated neurons. However, this effect is compensated for in CVR for which $L_2$ quickly converges towards the optimal value of one, which in turn indicates no presence of linear correlation.

Turning the attention to dimensionality reduction, Figure 3 shows that $L_2$ consistently outperform $L_1$. Further, looking closer at the TdV score, $L_2$ is able to compress the data almost perfectly, i.e. TdV=1, at a very small MSE cost while $L_1$ struggle even when accepting a much higher MSE cost. Further, the UD$_{90\%}$ scores again show that $L_2$ achieves a higher compression at lower MSE cost. In this instance the underlying data was of 4 dimensions which $L_2$ quickly achieves. At higher amounts of $L_2$ the dimensionality even locationally fall to 3, however, this is because the threshold is set to 90%.

![Fig. 2.](image)

In this figure we compare the amount of residual linear correlation after training the model with $L_2$ and $L_1$ regularization respectively, measured in MAPC (left) and CVR (right). The first point on each curve corresponds to $\lambda = 0$, i.e. no regularization, followed by 8 points logarithmically spaced between 0.001 and 1. All scores are averaged over 10 experiments using a different random projection ($\Omega$).

### 3.3 Deep network of uncorrelated features

In Section 3.2 we showed that we can learn a minimal orthogonal representation of data that is generated to ensure that each dimension is independent. However, in reality it is not always possible to encode the necessary information, to solve the problem at hand, in an uncorrelated coding layer, e.g. the data illustrated in Figure 1 would first need a non linear transform before the coding layer. However, using a deep network it should be possible to learn such a nonlinear transformation that enables uncorrelated features.
in higher layers. To test this in practice on a problem that has this property but still is small enough to easily understand we turn to the XOR problem.

It is well known that the XOR problem can be solved by a neural network of one hidden layer consisting of a minimum of two units. However, instead of providing this minimal structure we would like the network to discover it by itself during training. Hence, the model used is intentionally over-specified consisting of two hidden layers of four logistic units each followed by a one dimensional logistic output layer.

The model was trained on XOR examples, e.g. \([1,0]=1\), in a random order until convergence with \(L_\Sigma\) applied to both hidden layers and added to the cost function after scaling it with \(\lambda = 0.2\).

As can be seen in Figure 4 the model was able to learn the optimal structure of exactly 2 dimensions in the first layer and one dimension in the second. Further, as expected, the first layer do encode a negative covariance between the two active units while the second layer is completely free from covariance. Note that, even though the second hidden layer is not the output of the model it does encode the result in that one active neuron. For comparison, see Figure 5 for the same model trained without \(L_\Sigma\).

3.4 Non-linear uncorrelated convolutional features

Convolutional autoencoders have been used to learn features for visual input and for layer-wise pretraining for image classification tasks. Here, we will see that it is possible to train a deep convolutional autoencoder on real-world data and learn representations that have low covariance, while retaining the reconstruction quality.

To keep it simple, the encoder part of the model used two convolutional layers and two fully connected layers, with a total of roughly 500,000 parameters in the whole model. The regularization was applied to the coding layer which has 84 dimensions, giving a bottleneck effect. The model was trained and evaluated on the CIFAR-10 dataset (Krizhevsky & Hinton, 2009), containing 32x32 pixel colour images tagged
with 10 different classes. The model was trained on 45,000 images, while 5,000 were set aside for validation, and 10,000 make out the test set. We compare the results from using $L_\Sigma$ regularization with L1 regularization and with no regularization at all.

The autoencoder was trained with a batch size of 100, using the Adam optimizer (Kingma & Ba, 2015) with an initial learning rate of 0.001. Training was run until the MSE score on the validation set stopped improving. The regularization parameter $\lambda$ was chosen to be 0.08, for a reasonable trade-off between performance and covariance/variance ratio. The reported scores in Table 1 and Figure 6 are averages from training the model five times with different initialization.

The results (see Table 1) show that the high-level features become more disentangled and have a lower CVR (6.56) using $L_\Sigma$ regularization. Without regularization, the score is 20.00, and with L1 regularization the score is 4.03. The model with $L_\Sigma$ regularization obtains a reconstruction error (MSE) of 0.0398, roughly the same as without regularization (0.0365), both of which are much better than using L1 regularization, with an MSE of 0.0569. Figure 6 shows the CVR score plotted against the MSE, illustrating that the $L_\Sigma$ technique leads to more disentangled representations while retaining a better MSE score. As you increase the regularization factor both $L_\Sigma$ regularization pushes down the CVR quickly, while retaining an MSE error that is almost constant. L1 regularization also pushes the model towards learning representation with lower CVR, although slower, and while worsening the MSE error. The UD$_{90\%}$ results show that $L_\Sigma$ encourages representations that concentrate the variation, and the model constantly

\footnote{The source code will be made available.}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{covariance_matrix.png}
\caption{Covariance matrix (left) and spectrum (right) of the hidden layers of a feed forward neural network trained with $L_\Sigma$ regularization to solve the XOR problem. Layer one (top) has learned to utilize unit zero and three while keeping the rest constant, and in layer two only unit two is utilized. This learned structure is the minimal solution to the XOR problem.}
\end{figure}
learns representations with lower UD$_{90\%}$ score than using L1. With $\lambda > 0.08$, the MSE, the CV R, and the UD$_{90\%}$ all becomes much worse when using L1 regularization, while the $L_\Sigma$ seems to continue smoothly to improve CV R and UD$_{90\%}$, as the MSE starts to grow.

Table 1. Results from the convolutional autoencoder experiments on CIFAR. The coding covariance is a normalized sum of covariance over the dimensions of the coding layer. Reproduction MSE is the mean squared error of the reconstructed images produced by the decoder.

<table>
<thead>
<tr>
<th>Regularizer</th>
<th>CVR</th>
<th>UD$_{90%}$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_\Sigma$</td>
<td>6.56</td>
<td>35.18</td>
<td>0.0398</td>
</tr>
<tr>
<td>L1</td>
<td>4.03</td>
<td>20.59</td>
<td>0.0569</td>
</tr>
<tr>
<td>No regularization</td>
<td>20.00</td>
<td>41.69</td>
<td>0.0365</td>
</tr>
</tbody>
</table>

4 Related work

Disentanglement is important in learned representations. Different notions of independence have been proposed as useful criteria to learn disentangled representations, and a large body of work has been dedicated to methods that learn such representations.

Cogswell et al. (2016) presented an approach that penalize the off diagonal elements of the covariance matrix of the activations. In contrast, $L_\Sigma$ penalize the full covariance matrix. Including the diagonal leads to a lower variance hypothesis, by removing information not needed to solve the task from the representation, which in turn yields
guaranteed lower excess risk Maurer & Pontil (2009). In our experiments, we observed a slight improvement on the performance, when also penalizing the diagonal. Furthermore, we use the L1 matrix norm (in contrast to the Frobenius norm) in order to promote a sparse solution.

Cheung et al. (2014) describes a regularizer that penalizes the correlation between hidden units and labels. In contrast to this, this work aims to learn a hidden representation that disentangles unknown underlying factors by penalizing correlation between hidden units. Hence, our method use no labels and can go much further in disentangling the signal.

Principal component analysis (PCA; Pearson, 1901) is a technique that fits a transformation of the (possibly correlated) input into a space of lower dimensionality of linearly uncorrelated variables. Nonlinear extensions of PCA include neural autoencoder models (Kramer, 1991), using a network layout with three hidden layers and with a bottleneck in the middle coding layer, forcing the network to learn a lower-dimensional representation. Self-organizing maps (Kohonen, 1982) and kernel-based models (Schölkopf et al., 1998) have also been proposed for nonlinear PCA.

Independent component analysis (ICA; Hyvärinen et al., 2004) is a set of techniques to learn additive components of the data with a somewhat stronger requirement of statistical independence. A number of approaches have been made on non-linear independent components analysis, (Lappalainen & Honkela, 2000; Honkela & Valpola, 2005). While ICA has a somewhat stronger criterion on the resulting representations, the approaches are generally more involved. Dinh et al., (2015; 2017) proposed a method to train a neural network to transform data into a space with independent components. Using the substitution rule of differentiation as a motivation, they learn bijective transformations, letting them use the neural transformation both to compute the transformed hidden state, to sample from the distribution over the hidden variables, and get a sample in the original data space. The authors used a fixed factorial distribution as prior.
distribution (i.e. a distribution with independent dimensions), encouraging the model to learn independent representations. The model is demonstrated as a generative model for images, and for inpainting (sampling a part of the image, when the rest of it is given). Achille & Soatto (2017) connected the properties of disentanglement and invariance in neural networks to information theoretic properties. They argue that having invariance to nuisance factors in a network requires that its learned representations to carry minimal information. They propose using the information bottleneck Lagrangian as a regularizer for the weights. Our approach is more flexible and portable, as it can be applied as a regularization to learn uncorrelated components in any gradient-based model that learns internal representations.

Brakel & Bengio (2017) showed that it is possible to adversarial training to make a generative network learn a factorized, independent distribution \( p(z) \). The independence criterion (mutual information) makes use of the Kullback-Leibler divergence between the joint distribution \( p(z) \) (represented by the generator network) and the product of the marginals (which is not explicitly modelled). In this paper, the authors propose to resample from the joint distribution, each time picking only the value for one of the components \( z_i \), and let that be the sample from the marginal for that component, \( p(z_i) \). A discriminator (the adversary) is simultaneously trained to distinguish the joint from the product of the marginals. One loss function is applied to the output of the discriminator, and one measures the reconstruction error from a decoder reconstructing the input from the joint.

Thomas et al. (2017) considers a reinforcement learning setting where there is an environment with which one can interact during training. The authors trained one policy \( \pi_i(a|s) \) for each dimension \( i \) of the representation, such that the policy can interact with the environment and learn how to modify the input in a way that modifies the representation only at dimension \( i \), without changing any other dimensions. The approach is interesting because it is a setting similar to humans learning by interaction, and this may be an important learning setting for agents in the future, but it is also limited to the setting where you do have the interactive environment, and cannot be applied to other settings discussed above, whereas our approach can.

5 Conclusions

In this paper, we have presented \( L_\Sigma \) regularization, a novel regularization scheme based on penalizing the covariance between dimensions of the internal representation learned in a hierarchical model. The proposed regularization scheme helps models learn linearly uncorrelated variables in a non-linear space. While techniques for learning independent components follow criteria that are more strict, our solution is flexible and portable, and can be applied to any feature-learning model that is trained with gradient descent. Our method has no penalty on the performance on tasks evaluated in the experiments, while it does disentangle the data.

We saw that our approach performs well applied to a standard deep convolutional autoencoder on the CIFAR-10 dataset (Krizhevsky & Hinton, 2009); the resulting model performs comparable to the model without \( L_\Sigma \) regularization, while we can also see that the covariances between dimensions in the internal representation decrease drastically.
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